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Abstract

Hoare Type Theory (HTT) combines a dependently typed, higher-order language with monadically-
encapsulated, stateful computations. The type system incorporates pre- and post-conditions, in a fashion
similar to Hoare and Separation Logic, so that programmers can modularly specify the requirements and
effects of computations within types.

This paper extends HTT with quantification over abstract predicates (i.e., higher-order logic), thus
embedding into HTT the Extended Calculus of Constructions. When combined with the Hoare-like
specifications, abstract predicates provide a powerful way to define and encapsulate the invariants of
private state; that is, state which may be shared by several functions, but is not accessible to their
clients. We demonstrate this power by sketching a number of abstract data types and functions that
demand ownership of mutable memory, including an idealized custom memory manager.

1 Introduction

The combination of dependent and refinement types provides a powerful form of specification for higher-
order, functional languages. For example, using dependency and refinements, we can specify the signature
of an array subscript operation as:

sub : Va.Ilz:array o Ily:{i:nat | i < z.size}.«

The type of the second argument, y, refines the underlying type nat using a predicate which, in this case,
ensures that y is a valid index for the array z.

The advantages of dependent types have long been recognized, but integrating them into practical pro-
gramming languages has proven challenging for two reasons: First, because types can include terms and
predicates, type-comparisons require some procedure for determining equality of terms and implication of
predicates, which is generally undecidable. Second, the presence of any computational effect, including
non-termination, exceptions, access to a store, or I/O, can quickly render a dependent type system unsound.

Both problems can be addressed by severely restricting dependencies (as in for instance DML [42].)
But the goal of our work is to try to realize the full power of dependent types for specification of effectful
programming languages. To that end, we have been developing the foundations of a language that we call
Hoare Type Theory or HTT [30, 31]. To address the problem of decidability, HTT takes the usual type-
theoretic approach of providing two notions of equality: Definitional equality is limited but decidable and
thus can be discharged automatically. In contrast, propositional equality allows for much coarser notions of
equivalence that may be undecidable, but in general, will require a witness.

To address the problem of effects, HT'T starts with a pure, dependently typed core language and augments
it with an indexed monad type of the form {P}z:A{Q}. This type encapsulates and describes effectful
computations which may diverge or access a mutable store. The type can be read as a Hoare-like partial
correctness assertion stating that if the computation is run in a world satisfying the pre-condition P, then if
it terminates, it will return a value x of type A and be in a world described by Q.



Importantly, @2 can depend not only upon the return value x, but also the initial and final stores making
it possible to capture relational properties of stateful computations in the style of Standard Relational
Semantics well-known in the research on Hoare Logic for first-order languages [12].

In our previous work, we described a polymorphic variant of HT'T where predicates were restricted to
first-order logic and used the McCarthy array axioms to model memory. The combination of polymorphism
and first-order logic was sufficient to encode the connectives of separation logic, making it possible to use
concise, small-footprint specifications for programs that mutate state. We established the soundness of the
type system through a novel combination of denotational and operational techniques.

HTT was not the first attempt to define a program logic for reasoning about higher-order, effectful
programs. For instance, Yoshida, Honda and Berger [43, 4] and Krishnaswami [18] have each constructed
program logics for higher-order, ML-like languages. However, we believe that HT'T has two key advantages
over these and other proposed logics: First, HT'T supports strong (i.e., type-varying) updates of mutable
locations. In contrast, all other program logics for higher-order programs (of which we are aware) require that
the types of memory locations are invariant. This restriction makes it difficult to model stateful protocols
as in the Vault programming language [8], or low-level languages such as TAL [29] and Cyclone [16] where
memory management is intended to be coded within the language.

The second advantage is that HTT integrates specifications into the type system instead of having a
separate program logic. We believe this integration is crucial as it allows programmers (and meta-theorists)
to reason contextually, based on types, about the behavior of programs. Furthermore, the integration makes
it possible to uniformly abstract over re-usable program components (e.g., libraries of ADTs and first-class
objects.) Indeed, through the combination of its dependent type constructors, polymorphism, and indexed
monad, HTT already provides the underlying basis of first-class modules with specifications.

However, truly reusable components require that their internal invariants are appropriately abstracted.
That is, the interfaces of components and objects need to include not only abstract types, but also abstract
specifications. Thus it is natural to attempt to extend HTT with support for predicate abstraction (i.e.,
higher-order logic), which is the focus of this paper.

More specifically, we describe a variant of HT'T that includes the Extended Calculus of Constructions [21]
(modulo minor changes described in Section 9). This allows terms, types, and predicates to all be abstracted
within terms, types, and predicates respectively.

There are several benefits of this extension. First, higher-order logic can formulate almost any predi-
cate that may be encountered during program verification, including predicates defined by induction and
coinduction. Second, we can reason within the system, about the equality of terms, types and predicates,
including abstract types and predicates. In the previous version of HTT [30], we could only reason about the
equality of terms, whereas equality on types and predicates was a judgment (accessible to the typechecker),
but not a proposition (accessible to the programmer). The extension endows HTT with the basis of first-
class modules [22, 13] that can contain types, terms, and azioms. Internalized reasoning on types is also
important in order to fully support strong updates of mutable locations. Third, higher-order logic can define
many constructs which in the previous version had to be primitive. For instance, the definition of heaps can
now be encoded within the language, thus simplifying some aspects of the meta theory.

However, the most important benefit, which we consider the main contribution of this paper is that
abstraction over predicates suffices to represent private state within types. Private state can be hidden from
the clients of a function or a datatype, by existentially abstracting over the state invariant. Thus, libraries
for mutable state can provide precise specifications, yet have sufficient abstraction mechanisms that different
implementations can share a common signature.

At the same time, hiding local state by using such a standard logical construct like existential abstraction,
ensures that we can scale the language to support dependent types and thus also expressive specifications.
This is in contrast to most of the previous work on type systems for local state, which has been centered
around the notion of ownership types (see for example [1] and [19] and the extensive references therein),
where supporting dependency may be significantly more difficult, if not impossible.

We demonstrate these ideas with a few idealized examples including a module for memory allocation and
deallocation.



2 Overview

The type system of HT'T is structured so that typechecking can be split into two independent phases. In
the first phase, the typechecker ignores the expressive specifications in the form of pre- and postconditions,
and only checks that the program satisfies the underlying simple types. At the same time, the first phase
generates the verification conditions that will imply the functional correctness of the program. In the second
phase, the generated conditions are discharged.

We emphasize that the second phase may be implemented in many different ways, offering a range
of correctness assurances. For example, the verification conditions may be discharged in interaction with
the programmer, or checked against a supplied formal proof, or passed to a theorem prover which can
automatically prove or disprove some of the conditions, thus discovering bugs. The verification conditions
may even be ignored if the programmer does not care about the benefits (and the cost) of full correctness,
but is satisfied with the assurances provided by the first phase of typechecking.

In order to support the split into phases, HT'T supports two notions of equality. The first phase uses
definitional equality which is weak but decidable, and the second phase uses propositional equality which is
strong, but may undecidable.

The split into two different notions of equality leads to a split in the syntax of HT'T between the fragment
of pure terms, containing higher-order functions and pairs, and the fragment of impure terms, containing
the effectful commands for memory lookup and strong update as well as the conditionals, and recursion
(memory allocation and deallocation can be defined). The expressions from the effectful fragment can be
coerced into the pure one by monadic encapsulation [27, 28, 17, 39]. The encapsulation is associated with
the type of Hoare triples { P}x:A{Q}, which are monads indexed by predicates P and @ [30].

The syntax of our extended HTT is presented in the following table.

Types A,B,C := K |nat|bool|prop|1]|mono|Ilz:A.B|Xz:A. B | {P}x:A{Q} | {«:A. P}
Elim terms K,L == z2|KN|fst K|snd K |outK|M:A
Intro terms M,N,O == K |etagy K| ()| x.M | (M,N)|dia E |in M | true | false |
z|sM|M+N|MxN |eq,(M,N) |
(Assertions) P,Q,R xidag(M,N)| T|L|PAQ|PVQ|PD>Q|-P|V:A. P|3z:A P|
(Small types) T, O nat | bool | prop | 1 | Ha:7. 0 | Sa:7. o | {P}e:7{Q} | {z:7. P}
Commands ¢ = I, M|M:=, N]|ify M then E; else F |
caseg M of z= Ej ors x = Es | fix f(y:A):B =dia E ineval f M
Computations E.F = M|letdaz=KinE|z=c¢FE
Context A o= |AxA|AP

The type constructors include the primitive types of booleans and natural numbers, the standard con-
structors 1, IT and ¥ for the unit type, and dependent products and sums, respectively, but also the Hoare
triples {P}z:A{Q@}, and the subset types {z:A. P}. The Hoare type {P}x:A{Q} classifies effectful com-
putations that may execute in any initial heap satisfying the assertion P, and either diverge, or terminate
returning a value 2: A and a final heap satisfying the assertion Q. The subset type {z:A. P} classifies all the
elements of A that satisfy the predicate P. We adopt the standard convention and write A—B and AxB
instead of Ilz:A. B and Xx:A. B when B does not depend on .

To support abstraction over types and predicates, HTT introduces constructors mono and prop which
are used to classify types and predicates respectively. These types are a standard feature in the Extended
Calculus of Construction (ECC) [21] and Coq [7, 5]. In fact, HTT may be viewed as a fragment of ECC,
extended primitively with the monadic type of Hoare triples.

HTT supports only predicative type polymorphism [26, 32], by differentiating small types, which do not
admit type quantification, from large types (or just types for short), which can quantify over small types
only. For example, the polymorphic identity function can be written as

A Ay.y - llazmono Ily:a.c

but « ranges over only small types. The restriction to predicative polymorphism is crucial for ensuring that
during type-checking, normalization of terms, types, and predicates terminates [30]. Note, however, that



“small” Hoare triples {P}z:7{Q} and subset types {z:7. P}, where P and @ (but not 7) may contain type
quantification can safely be considered small types. This is because P and @) are refinements, i.e. they do
not influence the underlying semantics and the equational reasoning about terms. A term of some Hoare or
subset type has the same operational behavior no matter which refining assertion is used in its type.

Using the type mono, HTT can compute with small types as if they were data. For example, if
x:monoX (nat—nat), then the variable x may be seen as a structure declaring a small type and a function on
nats. The expression fst x extracts the small type.

Using the type prop, HT'T can compute with and abstract over assertions as if they were data. The types
mono and prop together are the main technical tool that we will use to hide the local state of computations,
while revealing only the invariants of the local state.

Terms. The terms are classified as introduction or elimination terms, according to their standard logical
properties. The split facilitates equational reasoning and bidirectional typechecking [36]. The terms are
not annotated with types, as in most cases, the typechecker can infer them. When this is not the case,
the constructor M : A may supply the type explicitly. This construct also switches the direction in the
bidirectional typechecking.

HTT features the usual terms for lambda abstraction and applications, pairs and the projections, as well
as natural numbers, booleans and the unit element. The introduction form for the Hoare types is dia E?!
which encapsulates the effectful computation F, and suspends its evaluation. The constructor in is a coercion
from A into a subset type {z:A. P}, and out is the opposite coercion.

The definitional equality of HTT equates all the syntactic constructs up to alpha, beta and eta reductions
on terms, but does not admit the reshuffling of the order of effectful commands in dia E, or reasoning by
induction (the later is allowed for the propositional equality).

Terms also include small types 7,0 and assertions P,Q, R which are the elements of mono and prop
respectively. We interchangeably use the terms assertions, propositions or predicates. HT'T does not currently
have any constructors to inspect the structure of such elements. They are used solely during typechecking
and theorem proving, and can be safely erased (in a type-directed fashion) before program execution.

We use P, @, R to range over not only propositions, but also over lambda expressions which produce an
assertion (i.e., predicates). This is apparent in the syntax for Hoare triples, where we write { P}a:A{Q}, but
P and @ are actually propositional functions that abstract over the beginning and the ending heap of the
computation that is classified by the Hoare triple.

Finally, the constructor etax L records that the term L has to be eta expanded with respect to the
small type K. This construct is needed for the internal equational reasoning during type checking. It is
not supposed to be used in the source programs, and we will not provide operational semantics for it. We
discuss this construct further in the Section 4 on hereditary substitutions, and in the Section 5 on the type
system of HTT.

Example Consider a simple SML-like program below, where we assume a free variable x:nat ref.
let val f = Ay:unit. z: =z 4+ 1;
if (lz =1) then 0 else 1
in f ()

We translate this program into HT'T as follows.

let val f = Ay.dia (u = lhat ;v = (T :=pat w +5 2);t = lpar ;5
$ = ifpat (€0,4t(t,s 2)) then z else s z;
s)

inletdiaz=f()inz

There are several characteristic properties of the translation that we point out. First notice that all the
stateful fragments of this program belong to the syntactic domain of computations. Each computation can

I Monads correspond to the ¢ (“diamond”) modality of modal logic, hence we use dia to suggest the connection.



intuitively be described as a semi-colon-separated list of imperative commands of the form x = ¢, ending
with a return value. Here the variable z is immutable, as is customary in modern functional programming,
and its scope extends to the right until the end of the block enclosed by the nearest dia.

Aside from the primitive commands, there are two more computation constructors. The computation
M is a pure computation which immediately returns the value M. The computation let dia x = K in E
executes the encapsulated computation K, binds the obtained result to x and proceeds to execute E. These
two constructs are directly related to monads [35], and correspond to the monadic unit and bind, respectively.
We choose this syntax over the standard monadic syntax, because it makes eta-expansions for computations
somewhat simpler [31].

The commands ! M and M :=,;N are used to read and write memory respectively. The index 7 is the
type of the value being read or written. Note that unlike ML and most statically-typed languages, HTT
supports strong updates. That is, if x is a location holding a nat, then we can update the contents of x with
a value of an arbitrary (small) type, not just another nat.? Type-safety is ensured by the pre-condition for
memory reads which captures the requirement that to read a 7 value out of location M, we must be able to
prove that M current holds such a value.

In the if and case commands, the index type A is the type of the branches. The fixpoint command
fix f(y:A):B=dia E in eval f M, first obtains the function f:Ily:A. B such that f(y)=dia(E), then evaluates
the computation f(M), and returns the result.

When a computation is enclosed by dia, its evaluation is suspended, and the whole enclosure is considered
pure, so that it can appear in the scope of functional abstractions and quantifiers, or in type dependencies.

In the subsequent text we adopt a number of syntactic conventions for terms. First, we will represent
natural numbers in their usual decimal form, instead of the Peano notation with z and s. Second, we omit
the variable z in x = (M :=, N); E, as x is of unit type. Third, we abbreviate the computation of the form
x = ¢;z simply as ¢, in order to avoid introducing a spurious variable . For the same reason, we abbreviate
let dia x = K in x as eval K.

The type of f in the translated program is 1—{ P}s:nat{@Q} where, intuitively, the precondition P requires
that the location x points to some value v:nat, and the postcondition @) states that if v was zero, then the
result s is 0, otherwise the result is 1, and regardless x now points to v + 1. Furthermore, in HTT, the
specifications capture the small footprint of f, reflecting that = is the only location accessed when the
computation is run. Technically, realizing such a specification using the predicates we provide requires a
number of auxiliary definitions and conventions which are explained below. For instance, we must define the
relation x — v stating that x points to v, the equalities, and how v can be scoped across both the pre- and
post-condition.

Assertions. The assertions logic is classical and includes the standard propositional connectives and quan-
tifiers over all types of HT'T. Since prop is a type, we can quantify over propositions, and more generally over
propositional functions, giving us the power of higher-order logic. The primitive proposition xid 4 g (M, N)
implements heterogeneous equality (aka. John Major equality [25, 5]), and is true only if the types A and B,
as well as the terms M:A and N:B are propositionally equal. We will use this proposition to express that
if two heap locations x; (pointing to value M;:71) and xo (pointing to value My:72) are equal, then 71 = 7
and M; = M. When the index types are equal in the heterogeneous equality xid 4 4 (M, N), we abbreviate
that as id4 (M, N), and often also write M =4 N or just M = N. Dually, we also abbreviate —id 4 (M, N)
as M #4 N or M # N. When the equality symbol appears in the judgments, it should be clear that we are
using definitional equality (i.e. syntactic equality modulo alpha, beta and eta reductions). But when we use
the equality symbol in the propositions, it is the abbreviation for id 4.

We notice here that id takes a type A as a parameter. Because A is an arbitrary type, and HTT can
only quantify over small types, it means that we cannot actually define id as a function in the language and
bind it to a variable. Rather, we consider id to be added as a primitive construct through a definition in a
kind of a “standard library”, and this definition is appropriately expanded during type checking and theorem
proving. Similar comment will apply to quite a few propositions and predicates defined in this paper. We

20bviously, we make the simplifying assumption that locations can hold a value of any type (e.g., values are boxed.)



indicate such a predicate by annotating its name with a type when we define it. In the actual use, however,
we will often omit this type annotation.

We next define the standard set-membership predicate, and the usual orderings on integers, for which we
assume the customary infix fixity. We also introduce some standard definitions about functions.

€4 : A— (A— prop) — prop
= Ap.)\q.qDp
< : nat — nat — prop

= dm. n.dknatn =acm+k

< ¢ nat — nat — prop
= dm.n. (m < n)A(m #par n)
Injective, 5 : (A — B) — prop
= MV AVyA fe=pfyDdDr=ay
Surjectivey 5 : (A — B) — prop
= AN Vy:B.3z:A.y=p fzx
Infinitey, : (A — prop) — prop
= Az.3fmnat — A.lInjective , 4 fAVnmat. fnesx
Finitea4 : (A — prop) — prop
= Az.Fmnat.3f:{y:nat.y < n} — {z:A.x z}. Injective(f) A Surjective(f)
Functionaly, g : (A x B — prop) — prop

= ARV ANy, y2:B. (z,91) € RA(2,92) € RDy1 =p o
With the above predicates, we can define the type of heaps as the following subset type.
heap = {h:(nat x La:mono.a))—prop. Finite(h) A Functional(h)}

Here the type nat x Ya:mono describes that a heap is a ternary relation — it takes M : nat, @ : mono and
N : « and decides if the location M points to N : . Every heap assigns to at most finitely many locations,
and assigns at most one value to every location.

As can be noticed from this definition of heaps, HTT treats locations as concrete natural numbers,
rather than as members of an abstract type of references (as is usual in functional programming). This will
simplify the semantic considerations somewhat, and will also allow us to program with and reason about
pointer arithmetic. Also, heaps in HTT can store only values of small types. This is sufficient to model
language with predicative polymorphism like SML, but is too weak for modeling Java, or the impredicative
polymorphism of Haskell.



We next define several basic operators for working on heaps.

empty : heap

empty = in (M. 1)

upd : Ila:mono. heap — nat — a — heap
upd = Ada. \h. An. Ax.

in (At.n="fsttDsndt=(a,x)
A n #fstt D (out h) t)

seleq . Ila:mono.heap — nat — o — prop
seleq = Aa. A An.Az.out b (n, (o, x))
free : heap — nat — heap

= M. An.in (At (n #fst t Aout h t)

dom . heap — nat — prop
= Ah.An.3azmono.3z:a. out h (n, (o, x))

share : heap — heap — nat — prop
= Ahi. Ahg. An.Va:mono.Vx:a. seleq o by n & =prop Seleq a hg n 2

splits : heap — heap — heap — prop
= M. Ahy. Ahg.Vninat. (n €pae dom hy Ashare h hy n) V (n €t dom ha A share h hy n)

Let us now explain the meaning of the definitions more intuitively. empty is the empty heap, because At. L
is the characteristic function of the empty subset of nat X Ya:mono. a. The function upd a h n x returns the
heap h’ obtained by changing h so that A now maps the location n to the value x:a. The function free h n
returns the heap h’ obtained by removing the assignment (if any) to n from h. The proposition seleq a h n x
holds whenever the heap h maps n to z:a. The predicate dom h defines the subset of locations to which the
heap h assigns. The predicate share hy hy n holds if the heaps h; and hy share the same assignment to n.
The predicate splits h h1 ho holds if the heap h can be split into two disjoint subheaps h; and hs.

We are now prepared to define the propositions from Separation Logic [33, 37, 34]. In HTT, all of these
are attached an additional heap argument (e.g., instead of kind prop, a separating proposition will have kind
heap — prop). The additional heap argument abstracts the current heap, so that separating propositions
and predicates are localized and only state facts only about the heap under consideration.

emp : heap — prop
= Ah. (h =heap empty)
— : TIla:type.(nat — o — heap — prop)
= Aa. An. Az. M. (h =heap upd « empty n )
— : Ila:type.(nat — o — heap — prop)
= Ada.A\n.\x. Ah.seleq a h n x
x : (heap — prop) — (heap — prop) — (heap — prop)
= Ap. Ag. M. 3hq, hotheap. (splits b hy ha) Ap h1 A q he
— : (heap — prop) — (heap — prop) — (heap — prop)
= Ap.Aq. \h.Vhy, ha:heap. splits(ha, h1,h) D p hy D q hs
this : heap — heap — prop
= idheap



We adopt an infix notation and write n —,, x, n <, =, p* ¢ and p—*q instead of — an z, — an z,
* p ¢ and — p g, respectively. Furthermore, we abbreviate n —, — instead of Ah. 3z:a. (n —4 x) h, and
n — — instead of A\h.Ja:mono. (n —4 —) h. Similarly for —.

The predicate emp holds of the current heap if and only if that heap is empty. n —, = holds only if the
current heap assigns  to n, but contains no other assignments. n —, x holds if the current heap assigns
x to m, but may possibly contain more assignments. p * ¢ holds if the current heap can be split into two
disjoint subheaps of which p and ¢ hold, respectively. p—x« ¢ holds if whenever the current heap is extended
with a subheap of which p holds, then ¢ holds of the extension.

It is well-known that in Higher-Order Logic, we can define inductive (and also coinductive) predicates
within the logic [14]. For example, let us suppose that Q:(A—prop)—A—prop is monotone (i.e. the applica-
tion Q(f) contains f only in positive positions). Then the least fixed point of @ is definable as follows.

IfpA(Q) = Ax:A.Vg:A—prop. (Vy:A. (Q gy) Dgy) D g

Another way to see the above equation is to understand g as a subset of elements of A, and write g C A
instead of g : A — prop, and g C h instead of Vy:A. g(y) D h(y). These notations are obviously equivalent,
as each subset can be represented by its characteristic function. Then the above equation is nothing but a
definition of the characteristic function for the set ({g € A | Q(g) C g}. But of course, this set is precisely
the least fixed point of @, as established by the Knaster-Tarski theorem.

Similarly, the greatest fixed point of a monotone @ is defined as:

gfpa(Q) = Ax:A.3g:A—prop.(Vy:A.gy D (Qgy))ANgx

3 Examples

Diverging computation. In HTT, the term language is pure (and terminating). Recursion is an effect,
and is delegated to the fragment of impure computations. Given the type A, we can write a diverging
computation of type {P}z:A{Q} as follows.

diverge : {P}z:A{Q} =
dia (fix f(y : 1) : {P}x:A{Q} = dia (eval (f y))
ineval f ())

The computation diverge first sets up a recursive function f(y : 1) = dia (eval (f y)). The function is
immediately applied to (). The result — which will never be obtained — is returned as the overall output of
the computation.

Small footprints. HTT supports small-footprint specifications, as in Separation Logic [30]. With this
approach, if dia F has type {P}x:A{Q}, then P and @ need only describe the properties of the heap
fragment that E actually requires in order to run. The actual heap in which F will run may be much larger,
but the unspecified portion will automatically be assumed invariant. To illustrate this idea, let us consider
a simple program that reads from the location x and increases its contents.

incx ¢ {Ad.Inenat. (2 —nat n) ()} m1{i. Am. Vninat. (2 e 1) (2) D (@ ot 1) (M)}
= dia(u =lhatx;x :=pat v+ 15())

Notice how the precondition states that the initial heap ¢ contains ezxactly one location x, while the post-
condition relates ¢ with the heap m obtained after the evaluation (and states that m contains exactly one
location too). This does not mean that incx can evaluate only in singleton heaps. Rather, incx requires a
heap from which it can carve out a fragment that satisfies the precondition, i.e. a fragment containing a



location x pointing to a nat. For example, we may execute incx against a larger heap, which contains the
location y as well, and the contents of y is guaranteed to remain unchanged.

incxy ¢ {Ai.3n,kinat. (2 et mok Yy na k) (9} i 1{ N AL VYng kinat. (@ opar nox Yy nae £)(4) D
(CC nat N1 % Y Fnat k)(m)}
= dia(eval incx)

In order to avoid clutter in specifications, we introduce a convention: if P, Q:heap—prop are predicates that
may depend on the free variable x:A, we write

x:A. {P}y:B{Q}

instead of
{Ni. 3x:A. P(i) yy:B{Ni. \m.Vz:A. P(i) D Q(m)}.

This notation lets x seem to scope over both the pre- and post-condition. For example the type of incx can
now be written
n:mat. {x —par n}r:l{z —na nt+1}.

The convention is easily generalized to a finite context of variables, so that we can also abbreviate the type
of incxy as
n:nat, kinat. {& —pat 0oy ona K3 l{a —onae ntl kY —na ke

Following the terminology of Hoare Logic, we call the variables abstracted outside of the Hoare triple, like
n and k above, logic variables.

Inductive types. In higher-order logic, we can define inductive types by combining inductively defined
predicates with subset types. Here we consider the example of lists (with element type A). We emphasize that
this definition of lists will only be accessible in the assertions, but will not be accessible to the computational
language. For example, we will have a function for testing lists for equality idjist, : list4—llist4—prop. But,
as we mentioned before, elements of type prop cannot be tested for equality during run-time. If we want an
equality test that is usable at run time, we need a function of type llist 4—llist4—bool. Currently, HT'T does
not have any special features for defining inductive or recursive datatypes whose elements are accessible at
run time, as described above. However, it should be clear that any specific example can easily be added.

We now proceed to describe how lists can be defined in the assertion logic. We can intuitively view a list
of size n as a finite set of the form {(0,ao),...,(n,a,)}, where a; : A. Hence, a list can be described as a
predicate of type (nat x A)—prop which takes as input a pair (n,a) and returns T if a is the n-the element
of the list, and L otherwise. With this intuition, we can define the basic list constructors as follows. In
this example, and in the future, we write A(p,q). (M p ¢q) instead of Ax. (M fst z snd ), and similarly for
n-tuples.

nily : natx A — prop
= Az. L
cons’, : (natx A — prop) — A — (nat x A — prop)
— AL A AGLD).

(t=0Da=b)A

(Vj:nat.i =s j D f (4,b))
Obviously, not all elements of the type (nat x A)—prop are valid lists. We want to admit as well-formed lists
only those elements that can be constructed using nil’y and cons;. We next define the inductive predicate
islist4 to test for this property.

islista4  : (nat x A — prop) — prop
= Ifp AF.\f. f =nily v
Jf:natx A—prop. Ja:A. f = cons/y " a A F(f))



Using islist, we can define the type of lists as a subset type of nat x A — prop.
lista = {f:natxA—prop.islista(f)}

Finally, the characteristic constructors for the type list 4 are defined by subset coercions from the correspond-
ing elements of (nat x A)—prop:

nily : listy
. Y
= innily
consy : listg — A —listy

= A.)a.in (cons’y (outl) a)

Inductively defined separation predicates. Because the main constructs of Separation Logic can be
defined in the assertion logic of HT'T, it is not surprising that we can also define the inductive predicates that
are customarily used in Separation Logic. In this example we define the predicate Iseg, so that (Iseg 7 1 p q)
holds iff the current heap contains a non-aliased linked list between the locations p and ¢. Here, the linked
list stores elements of a given small type 7, and the elements can be collected into [ : list;. We first define
the helper predicate Iseg’ which is uncurried in order to match the type of the Ifp functional, and then curry
this predicate into Iseg.

Iseg’ : Ila:mono. (list, x nat x nat x heap) — prop
= da.lfp (AF.\(1,p,q,h).
(Il=nil, Dp=gAemph)A
VI':list,,. Va:a. (I = consy I'w) D Frinat. ((p —axnat (2,7)) x (M. F (I',7r,q,h')))(h)
Iseg : Ila:mono. list, — nat — nat — heap — prop
= Aa. AL Ap. Aq. M. lseg’y o (I,p,q, h)

Allocation and Deallocation. The reader may be surprised that we provide no primitives for allocating
(or deallocating) locations within the heap. This is because we can encode such primitives within the language
in a style similar to Benton [3]. Indeed, we can encode a number of memory management implementations
and give them a uniform interface, so that clients can choose from among different allocators.

We assume that upon start up, the memory module already “owns” all of the free memory of the program.
It exports two functions, alloc and dealloc, which can transfer the ownership of locations between the allocator
module and its clients. The functions share the memory owned by the module, but this memory will not be
accessible to the clients (except via direct calls to alloc and dealloc).

The definitions of the allocator module will use two essential features of HT'T. First, there is a mechanism
in HTT to abstract the local state of the module and thus protect it from access from other parts of the
program. Second, HT'T supports strong updates, and thus it is possible for the memory module to recycle
locations to hold values of different type at different times throughout the course of the program execution.

The interface for the allocator can be captured with the type:

[I : heap—prop,
alloc : Ilazmono. z:cv. {I}r:nat{\i. (I xr +—4 )},
dealloc : IIn:nat. {I «* n +— —}r:1{\i. I} ]

where the record notation [z1:A41,29,:4s,...,2,:4,] abbreviates a sum Yxq1:4;.Xx9: 4. - B2p:A,.1. In
English, the interface says that there is some abstract invariant I, reflecting the internal invariant of the
module, paired with two functions. Both functions require that the invariant I holds before and after calls
to the functions. In addition, a call allocTx will yield a location r and a guarantee that r points to z.
Furthermore, we know from the use of the spatial conjunction that r is disjoint from the internal invariant
I. Thus, updates by the client to » will not break the invariant I. Dually, (dealloc) requires that we are
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given a location n, pointing to some value and disjoint from the memory covered by the invariant I. Upon
return, the invariant is restored and the location consumed.

If M is a module with this signature, then a program fragment that wishes to use this module will have
to start with a pre-condition fst M. That is, clients will generally have the type

IIM:Alloc.{(fst M) x P}r:A{)i. (fst M) x Q(i)}

where Alloc is the signature above.

Allocator Module 1. Our first implementation of the allocator module assumes that there is a location
r such that all the locations n > r are free. The value of 7 is recorded in the location 0. All the free
locations are initialized with the unit value (). Upon a call to alloc, the module returns the location r and
sets 0 +—nat r+1, thus removing r from the set of free locations. Upon a call deallocn, the value of r is
decreased by one if r = n and otherwise, nothing happens. Obviously, this kind of implementation is very
naive. For instance, it assumes unbounded memory and will leak memory if a deallocated cell was not the
most recently allocated. However, the example is still interesting to illustrate the features of HTT.

First, we define a predicate that describes the free memory as a list of consecutive locations initialized
with () : 1.

free : (nat x heap) — prop
= Ifp (AF.A(r,h). (r—1 () * AW . F (r+1,h"))(h))

Now we can implement the allocator module:

[I = Ah.3r:inat. (0 —pae 7 x AR free(r, 7)) (h),
alloc = Aa.dz.dia (u =lhat O;u =4 ;0 :=pa u+1;u),
dealloc = An.dia (u = 0;

if eqpna(u,n+1) then n:=1 ();0 :=nat n; ()

else () ]

Allocator Module 2. In this example we present a (slightly) more sophisticated allocator module. The
module will have the same Alloc signature as in the previous example, but the implementation does not leak
memory upon deallocation.

We take some liberties and assume as primitive a standard set of definitions and operations for the
inductive type of lists.

list : mono—mono
nil : IIa:mono. list o
cons : Ila:mono. a—list a—list «
snoc : Ha.:mono. Ha:{y:list a. y #iist o nil a}.
{z:a x list a. 2 = in (cons(fst z)(snd 2))}
nil? : Ia:mono. [Iz:list a. {y:bool.(y =pool true) CD
(I =list nil O[)}

The operation snoc maps non-empty lists back to pairs so that the head and tail can be extracted (without
losing equality information regarding the components.) The operation nil? tests a list, and returns a bool
which is true iff the list is nil.

As before, we define the predicate free that describes the free memory, but this time, we collect the
(finitely many) addresses of the free locations into a list.

free : ((list nat)xheap)—prop

= Ifp (AF.A(l, h). (I = nil nat) V 3z’:nat. 3":list nat.
l=consnat 2’ I' A(a' —1 ()« AW F(U',1))(h))
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The intended invariant now is that the list of free locations is stored at address 0, so that the module is
implemented as:

[I Ah. Jl:list nat. (0 —yist nat I * AR/ . free(l, b)) (h),
alloc = Ao Az.
dia (l = liist nat 0;
if (out (nil? nat 1)) then eval (alloc o )
else let val p = out (snoc nat (in 1))
in 0 :=iist nat sNd p; fst p :=4 x; fst p),
dealloc = Az.dia (I =liist nat 0; 2 :=1 (); 0 :=jist nat cons nat z 1) |

This version of alloc reads the free list out of location 0. If it is empty, then the function diverges. Otherwise,
it extracts the first free location x, writes the rest of the free list back into 0, and returns x. The dealloc
simply adds its argument back to the free list.

Functions with local state. In this example we illustrate various modes of use of the invariants on local

state. We assume the allocator from the previous example, and admit the free variables I and alloc, with

types as in the signature Alloc. These can be instantiated with either of the two implementations above.
We start by translating a simple SML-like program.

let val x = ref 0 in Ay:unit. z:=lz + 1; !z

The naive (and incorrect) translation into HTT may be as follows. To reduce clutter, we remove the
inessential variable y : unit and represent the return function as a dia-encapsulated computation instead.

E = dia (let dia z = alloc nat 0
india (z =lhat ;@ :=pat 2+1; 2+1))

The problem with E' is that it cannot be given as strong a type as one would want. FE’s return value is
itself a computation with a type v:nat. {z —nat v}rat{Am. (z —na v+1)(m) A7 = v+1}. But because this type
depends on z, it is not well-formed outside of x’s scope, and hence cannot be used in the type of F.

An obvious way out of this problem is to make = global, by making it part of E’s return return result.
However, in HTT we can use the ability to combine terms, propositions and Hoare triples, and abstract z
away, while exposing only the invariant that the computation increases the content of x.

E’ = dia (let dia z = alloc nat 0
in (Av.x —nat v, dia (2 =lhat 252 :=nat 2+1; 2+1)))
{1}

t:Xinv:nat—heap—prop.
vinat. {inv v}r:nat{\h. (inv (v+1) h) Ar =v+1}
{\i.Tx(fst t 0)}

In addition to the original value, E’ now returns the invariant on its local state A\v.z . v. However,
because HTT does not have any computational constructs for inspecting the structure of assertions, no
client of B’ will be able to use this invariant and learn, at run time, about the structure of the local state.
The role of the invariant is only at compile time, to facilitate typechecking.

The type of E' makes it clear that the only important aspect of the local state of the return function is
the natural number v which gets increased every time the function is called. Moreover, the execution of the
whole program returns a local state for which v = 0 as the separating conjunct (fst ¢ 0) in the postcondition
formally states (because fst t = inv).

The important point is that the way in which v is obtained from the local state is completely hidden. In
fact, from the outside, there is no reason to believe that the local state consists of only one location. For
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example, the same type could be ascribed to a similar program which maintains two locations.

E"” = dia (let dia z = alloc nat 0
dia y = alloc nat 0
in ()\'U (l‘ —nat 'U) * (y —nat U)7
dia (Z = lnat T, W = Tnat Y3
X :=nat 2415y :=nat w+1; (24w)/2 4+ 1)))

E" has a different local invariant from E’, but because the type abstracts over the invariants, the two
programs have the same type. The equal types hint that the E’ and E” are observationally equivalent,
i.e. they can freely be interchanged in any context. We do not prove this property here, but it is an
intriguing future work, related to the recent result of Honda et al. [15, 4, 43] on observational completeness
of Hoare Logic.

We now turn to another SML-like program.

/\f5(U“it—>unit)—>unit,
let val x =ref O
val g = >\y:unit. r:=lx + 1; Yy
in

fg

The main property of this program is that the function f can access the local variable x only through a call
to the function g. The naive translation into HT'T is presented below. We again remove some inessential
bound variables, and represent g as a computation instead of a function. Again, the first attempt at the
translation cannot be typed.

F = M\f.dia (let dia = alloc nat 0
val g =dia (z =lhat ;2 :=nat 2+1;())

eval(f 9))

Part of the problem of F' is similar as before; the local state of g must be abstracted in order to hide the
dependence on z from f. However, this is not sufficient. Because we evaluate f g at the end, we also need to
know the invariant for f in order to state the postcondition for F. But f is a function of g, so the invariant
of f may depend on the invariant of g. In other words, the invariant of f must be a higher-order predicate.

F' = \f.dia (let dia = alloc nat 0
val g = (A\v. & —=par v, dia (2 =lhar 232 :=nat 2+15()))
eval ((snd f) g))
IIf:Yp:nat—(nat—heap—prop)—heap—prop.
IIg:3inv:nat—heap—prop.
vinat. {inv v}r:1{inv (v+1)}.
w:nat. {fst g w}s:1{p w (fst g)}.
{1}
t:1
{Ai. I % Ah.Jz:nat. (fst ') 0 (Av. @ +—pat v) h}

In this program, f and g carry the invariants of their local states (e.g., p = fst f is the invariant of snd f and
inv = fst g = Av.x —nat v is the invariant of snd g). The predicate p takes an argument inv and a natural
number n, and returns a description of the state obtained after applying f to g in a state where inv(n) holds.
The postcondition for F} describes the ending heap as p 0 inv thus showing that HT'T can also reveal the
information about local state when needed. For example, it reveals that x +— 0 before the last application
of f, and that f was applied to a function with invariant Av. z +pat v.
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4 Hereditary substitutions

The equational reasoning in HTT is centered around the concept of canonical forms. A canonical form is an
expression which is beta normal and eta long. We compare two expressions for equality modulo beta and
eta equations by reducing the terms to their canonical forms and then comparing for syntactic equality.

In HTT there is a simple syntactic way to test if an expression is beta normal. We simply need to
check that the expression does not contain any occurrences of the constructor M : A. Indeed, without this
constructor, it is not possible to write a beta redex in HTT.

In order to deal with arithmetic we add several further equations to the definitions of canonical forms.
In particular, we will consider the expressions z+ M and M + z to be redexes that reduce to M. Similarly,
(s M)+ N and M +s N reduce to s (M + N). In the case of multiplication, z * M and M * z reduce to
z, (s M) * N reduces to M * N + N, and symmetrically for M (s N). Finally, eq,,(z, z) reduces to true,
eqnt(z,5s M) and eq,,,(s M,z) reduce to false, and eq,,,(s M,s N) reduces to eq,,.(M, N).

A related concept is that of hereditary substitutions, which combines ordinary capture-avoiding sub-
stitutions with beta and eta normalization. For example, where an ordinary substitution creates a redex
(Ax. M) N, a hereditary substitution proceeds to on-the-fly substitute N for x in M. This may produce
another redex, which is immediately reduced, producing another redex, and so on. If the terms M and N
were already canonical (i.e., beta normal and eta long), then the result of hereditary substitution is also
canonical.

Hereditary substitutions are only defined on expressions which do not contain the constructor M : A,
and also produce expressions which are free of this constructor. In Section 5 we will present a type system
of HTT which computes canonical forms in parallel with type checking, by systematically removing the
occurrences of M : A from the expression being typechecked.

The rest of the present section defines the notion of hereditary substitutions. Thus, we here consider
that all the expressions are free of the constructor M : A, as hereditary substitutions will never be applied
over a term with this constructor.

Another important property is that hereditary substitutions are defined on possibly ill-typed expressions.
Thus, we can formulate the equational theory on HT'T while avoiding the mutual dependence with the typing
judgments. This significantly simplifies the development and the meta theory of HTT.

When the input terms of the hereditary substitutions are not well-typed, the hereditary substitution
does not need to produce a result. However, whether the hereditary substitution will have a result can be
determined in a finite number of steps. Hereditary substitutions are always terminating.

Our development of hereditary substitutions is based on the work of Watkins et al. [40], and also our
previous work on HTT [31], but is somewhat more complicated now. The bulk of the complication comes
from the fact that we can now compute with small types, and we can create types that are not only variable
or constant but can contain elimination forms. An example is a type A = Ilz:monoxmono. natx (fst ),
where the subexpression fst x denotes a small type that is, obviously, computed out of .

A first consequence of this new expressiveness is that type dependencies do not only arise from the
refinements, as it used to be the case in [31]. The example type A above is essentially dependent and yet,
contains no refinements.

This property makes it impossible to use simple types, as we did in [31], as indexes to the hereditary
substitutions, and as a termination metric, since now erasing the refinements need not result in a simple
type. In particular, the termination metric needs to differentiate between small and large types, and order
the small types before the large ones. Moreover, as we will soon see, the II and ¥ types must be larger than
all their substitution instances.

The termination metric m(A) of the type A is the pair (I,s) where [ is the number of large type con-
structors appearing in A, and s is the number of small constructors. Here, the primitive constructors like
nat, bool, prop, 1, etc do not matter, as they are both large and small so they do not contribute to differenti-
ating between types (i.e. we do not count them in the metric). The pairs (I, s) are ordered lexicographically,
ie. (l1,81) < (l2,82) iff I3 < lp orly =y and s; < s2 (i.e. one large constructor matters more than an
arbitrary number of small constructors).
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The definition of the metric follows.

m(K) = (0,0)
m(nat) = (0,0)
m(bool) = (0,0)
m(prop) = (0,0)
m(l) = (0,0)
m(z:r.B) = (0,1)+m(7)+ m(B)
m(Xz:7.B) = (0,1)+m(r) + m(B)
m({Pre:r{Q}) = (0,1)+m(r)
m{z:7. P}) = (0,1) 4+ m(7)
m(mono) = (1,0)
m(x:A.B) = (1,0)+m(A) + m(B)
m(Xz:A.B) = (1,0) +m(A) + m(B)
m({P}z:A{Q}) = (1,0)+m(A)
m({x:A.P}) = (1,0)+m(A)

In the last four cases we assume that A is not small, as otherwise one of the previous cases of the definition
would apply. We will often write A < B and A < B instead of m(A) < m(B) and m(A) < m(B), respectively.

With this metric, it is should be intuitively clear that any substitution into a well-formed II or ¥ type
reduces the metric (and we will prove that this property holds even for ill-formed types). Given a type
IIz:7. B, then x can appear only in the refinements of B. Since the refinements do not contribute to the
metric, neither  nor any substitute for it will be counted.

If, on the other hand, the type of z is large, i.e. we have Ilz:A. B, then substituting N for x into B can
increase the metric, but it can only increase the count of small constructors. Because N is a term, it can
only contain small type constructors, as predicativity does not allow large types to be considered as terms.
Now, even if we increase the count of small constructors, the substitution will remove II and thus decrease
the count of large constructors by one, resulting in an overall decrease of the metric.

Now we define the following set of mutually recursive functions:

expand,(K) = N’
[M/:c]’j‘(K) = K or N A
[M/«]}(N) = N’
(M/z]y(P) = P
[M/z]5(4) = A
[(M/z]5(E) = FE
(E/z)a(F) = F'

The function expand 4 (K) eta expands the argument elim term K, according to the index type A. The
functions [M/z]%(—) for x € {k,m,p,a, e} are hereditary substitutions of M into elim terms, intro terms,
assertions, types and computations, respectively. The function (M /z) 4(—) is a hereditary version of monadic
substitution which encodes beta reduction for the type of Hoare triples [31].

The functions are all partial, in the sense that on some inputs, the output may be undefined. We
will show, however, that if the output is undefined, the functions fail in finitely many steps (there is no
divergence). In the next section we will prove that the functions are always defined on well-typed inputs.
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expand; (K) = etap K

expandbooI(K) = K
expand, . (K) = K
expand,,,o, (K) = K
expandmono(K) = K
expand, (K) = ()
expandp,. 4, 4,(K) = Az.N where M = expand 4, (z)

and N = expand 4, (K M)

choosing = & FV(A1, K)
expandy,. 4, 4,(K) = (Ni,N2) where N; = expand 4 (fst K)

and Ay = [Ny /x]%, (Az)

and Np = expand 4, (snd K)
expand;py,. a(0y(K) = dia E where M = expand 4(z)

and E = (let diaz = K in M)

choosing = ¢ FV(A)
expandy,. 4. py (K) = inN where N = expand 4 (out K)
expand 4 (K) fails otherwise

The only characteristic case of expand, (K) is when 7 = L is an elim form. Substituting free variables in
L may turn L into small types with different top-level constructors. This makes it impossible to predict
the eventual shape of L and eagerly perform even the first step of eta expansion of K. With this in mind,
expand simply returns a suspension eta; K which postpones the expansion of K until some substitution into
L results with a concrete type like nat or bool or Ilz:7y. 7o.

Next we define the hereditary substitution into elim forms.

[M/z]% () = M:=:A
[M /)% (y) =y if y # x
[M/z]5(K N) = K'N' if [M/2]5(K)= K'and [M/2]}(N)= N’
[M/z]5(K N) = O Ay if [M/2)5(K)=\y. M’ :: y:A;. As
where N’ = [M/xz]}(N)
and O = [N /y]%, (M') and Ay = [N /)%, (42)
[M/z]k(fst K) = fst K'  if [M/:E]Z(K):K'
[M/z]k(fst K) = Nj:= Ay if [M/2]5(K) = (N, Nj) :: Sy:A;. As
[M/z]%(snd K) = snd K' if [M/2]5(K) = K’
[M/z]%(snd K) = Nj: Ay if [M/z]5(K) = (N{, Nj) :: Sy:A;. As
where Aj = [N /yJ% (4)
[M/x])%(out K) = K)=K'
K

k out K/ if [M/:E]Z(
[M/z]% (out K) N’ A if [M)x)b(
[M/z]k (K') fails otherwise

~— —

in N :: {y:A". P}

The characteristic case above is the substitution into K N when [M/x]%(K) results with a function
Ay. M’ :: Ily:Aq. As. The hereditary substitution proceeds to substitute N’ = [M/x]’}(N) for y in M’,
possibly triggering new hereditary substitutions, and so on. Because hereditary substitutions are applied
over not necessarily well-typed terms, it is quite possible that [M/x]% (K) may produce an intro form that
is not a lambda abstraction. In that case, we cannot proceed with the substitution of N’ as there is no
abstraction to substitute into — the result fails to be defined. On well-typed inputs, however, the results are
always defined and well-typed, as we show in the next section.

Before we can define substitution into intro forms, we need three (total) helper functions that define the
semantics of operations on natural numbers. These functions essentially perform the reductions on arithmetic

16



expressions that we described at the beginning of the section.

plus(M, N)

times(M, N)

equals, . (M, N)

N

M

s (plus(M’, N))
s (plus(M, N"))
M+N

V4

plus(times(M’, N), N)
plus(times(M, N'), M)

M x N

true
false

equals,, (M', N')

M=z
ifN=z
if M =s M
ifN=sN'
otherwise

UHM=zorN=1z

if M =s M’

if N=s N’

otherwise
HM=N-=z

if M =zand N =s N’
or M =s M and N =z
if M =s M and N' =s N’

eqnat (M, N) otherwise
Now the substitution into intro forms.
(M2 () - K if [0 /2] (K) = K’
[M/2]3(K) - N if [M/a]} (K) = N5 A"
[M/x]}(etag L) = etag L’ if [M/z]%(K) =K' and [M/2]%(L) = L'
[M /)% (etag L) = N if [éW/JC]Z(dK)(E)T/ ]\;r)ono and [M/z])%(L) = L'
and expand,,
[M /)% (etag L) = eta, L' if [M/z]5(L) = eta,s L' :: 7" and 7/ = [M/x]% (K)
[M/z]} (etag L) = N if [M/x]’j‘(L) N':: 7" and [M/J:]Z(K) = 7" :: mono
ar;ld [N /¢]F\§§}<vpland)7 (2)) =N’
[M /] (()) = ()
[M/z]}(Ay. N) = Ay. N’ V\;lhere. [M/QQZ;§/]\(7) T N’d ,
choosin an x
MRV N2) = (NN where [M/a]3(N) = N}
[M/z]7(dia E) = dia E' if [M/2](E) = E'
[M/z]%(in N) = inN' if [M/z|3(N)= N’
[M /] (true) = true
[M/ ]’} (false) = false
M]3 (2) .
[M/z]%(s N) = sN’ where [M/z]}(N) =
[M/z]% (N1 + Na) = plus(Ny, NY) where [M/z]%(N1) = N1 and [M/z]"}(N2) = N}
[M/z]% (N1 x Na3) = times(Ny, N}) where [M/z]%(N1) = Ni and [M/z]}(N2) = N}
%ﬂ%ge?nat(Nth)) = equals,,.(N{, N3) “fflbe\; [?4{93;’}3( 1) = Nj and [J;\fg]%(l\fz) =N,
x| (T = 7 i |4 (T ' assuming T
[M/x]%(P) = P if [M/x]é‘(P) P assurmig P+#K
[M/x]}(N) fails otherwise

The characteristic cases in this definitions concern substitution into etax L. There are two important
observations to be made about these cases. First, the invariant associated with these cases is that the result

of the substitutions must always be eta expanded with respect to 7/ =

[M/z]4(K), i.e. it must look like an

output of expand.,(—). This property will be essential later in Lemma 8 where we give an inductive proof

17



that hereditary substitutions compose. But if [M/z]% (L) = N’ :: 7/, then we do not have any guarantees
that N’ is actually expanded with respect to 7/. That is why we strengthen the induction hypothesis by
extending the definition with a check that N’ is expanded, i.e. N’ = [N’/z].(expand_ z).

If the inputs to the hereditary substitutions are well-typed, then this check is superfluous, because HTT
typing rules will ensure that canonical forms are eta expanded. The check is required only for the meta-level
arguments about compositionality of substitutions 8, but need not be present in the actual implementation
where substitutions are always invoked with well-typed inputs.

The second observation concerns how the termination metric decreases in the case when [M/z]% (L) =
N’ :: 7/. The check for expansion of N’ that we just described, uses a hereditary substitution with an index
7/, so we must make sure that 7/ < A, or else we cannot prove that hereditary substitutions terminate.

This property will be ensured by the second equation in the definition of the case, which requires that
[M/z]%(K) = 7' :: mono. As we show in Theorem 3, the equation ensures that mono < A, and because 7'
is small, we have 7/ < mono, and thus 7/ < A. If we merely required that [M/z]%(K) = 7' :: A’ for some
unspecified A, we would not be able to carry out the inductive argument.

Substitution into propositions is straightforward, and does not require much comment.

[M /) (K) = K if [M/a](K) = K’

[M/z]% (K) = P if [M/z]%(K) = P’ :: prop

(M2 (xida, 4y (N1, Na) = xidag,ag (NY, N)  where [M/alf(Aq) = A7 and [M/a]3(Ny) = N!

[M /]y (T) = T

(ML) -1

[M/z]" (P1 A Py) = P/AP} where [M/z]% (P;) = P/

(M/z]" (P V Py) = P/VP, where [M/x]% (P;) = PZ

[M/z])" (P1 D P) = P/ DP where [M/x]" (P;) =

[M/z]% (=P) = -P where [M/z]" (P) = P

[M/z]% (Vy:B. P) = Vy:B. P where [M/z]%(B) = B" and [M/x]% (P) = P’
choosing y € FV(M) and y # x

[M/z]% (3y:B. P) = Jy:B. P where [M/z]%(B) = B" and [M/x]%(P) = P’
choosing y € FV(M) and y # x

[M/x]% (P) fails otherwise

Substitution into types follows.

(M2 (K) - K if [1/2 (K) = K’

[M/x]% (K) = 7 if [M/z]%(K) = 7' :: mono

[M/xz]% (bool) = bool

[M/x]% (nat) = nat

[M/x]% (prop) = prop

(M) (1) — 1

[M/x]% (mono) = mono

[M/z]% (Ily:A:. Ay) = IIy:Aj. A) if [M/z]% (A1) = A} and [M/x]%(A2) = A4)
choosing y &€ FV(M) and x # y

[M/z]4 (Zy:A1. A2) = Xy:AlL A if [M/z]% (A1) = A} and [M/x]%4(A2) = A}
choosing y € FV(M) and z # y

M/ (PYBIQY) = {PhyBAQY it [M/a3(P) = P and [M/2)4(B) = B

and ([M/x]}(Q) = Q'
choosing y &€ FV(M) and x # y

M4 (B PY) = {yB.PY i [M/a]3(P) = P and [M/2)4(B) = B
choosing y € FV(M) and z # y
[M/z]4(B) fails otherwise

The most characteristic case here is substitution into elim forms K. This is yet another instance of the
same problem described previously about substitution into intro form etax L. Types that are elim forms
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have metric zero. But when substituting into an elim form, it is possible that the result becomes a type that
is an intro form, and such types may have positive metric. Thus, substituting into a type may increase the
termination metric.

When the index type A of the substitution is large, this is nothing to worry about. As argued previously,
the substitution may only increase the count of small type constructors, but the substitution itself is usually
a consequence of instantiating a large IT or ¥ constructor thus, overall, decreasing the termination metric.

But if the index type A of the substitution is small, then the increase in the count of small constructors
should be prevented, by preventing that the elim form K is turned into an intro form. We prevent that
by insisting that [M/z]%(K) = 7/ :: A’, where A’ = mono. This forces the result to be a small type, and
moreover, forces A to be large, because A’ = mono can only hold if A is large, i.e. mono < A. (as we show
in the termination theorem (Theorem 3).

Substitution into commands is compositional, so we omit it. The substitution into computations is
standard and does not require much comment.

[M/z]3(N) = N if [M/a]}(N) =

[M/z)%(let diay = Kin E) = letdiay=K'in E' if [M/2]%(K)= K' and [M/z]%(E) = E
choosing y € FV(M) and y # «

[M/z]4(letdiay =K inE) = F’ if [M/z]%(K) = dla F {P}y:A’{Q}

and [M/z]3(E) =
and F' = (F/y) ar (E’)
choosing y € FV(M) and y # z

(M2 (y = ¢ E) = Y= B where ¢ = [M/a]%(¢) and B = [M/2]%(E)
choosing y € FV(M) and y # «
[M/z]4(E) fails otherwise

Finally, the monadic hereditary substitution.
(M/x)a(F) = F if F' = [M/x]5(F)
(let diay = K in E/x)a(F) let diay = K in F/' if F/' =(E/x)a(F)
choosing y &€ FV(F)

(y = ¢ E/x)a(F) = y=al’ if F' = (E/x)a(F)
choosing y &€ FV(F)
(E/x)A(F) fails otherwise

4.1 Properties of hereditary substitutions

Definition 1 (Head of an elim term)
Given an elim term K, we define head(K) to be the variable at the beginning of K. More formally:

head(z) = =«
head(K M) = head(K)
head(fst K) = head(K)
head(snd K) = head(K)
head(out K) = head(K)
Lemma 2 (Hereditary substitutions and heads)
If [M/2)% (K) exists, then
1. [M/2)%(K) = K’ is elim iff head(K) # =
2. [M/z]5(K) = N': A is intro iff head(K) =
Proof: Straightforward. |
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Theorem 3 (Termination of hereditary substitutions)
1. If [M/z]5(K) = N’ :: A, then A’ < A.

2. If [M/x]%(B) exists, then m([M/x]%(B)) = m(DB).
3. If [M/z]%(B) exists, then m([M/x]%(B) < (0,n) + m(B) for some natural number n.
. if [M/z]%(B) exists, then m([M/x]%(B)) < m(Ilz:A. B), m(Xx:A. B)

4
5. expand_(K), [M/z])%(—) and (E/x)a(—) terminate, either by returning a result, or failing in finitely
many steps.

Proof: By mutual nested induction, first on m(A) and then on the structure of the argument into which
we substitute or which we expand (in the last statement). For the case of monadic substitutions, we use
induction on the structure of E.

For the first statement, we simply go through all the cases, and notice that we either return the exact
index type, or apply a hereditary substitution into a strictly smaller type, obtained as a body of IT or ¥
type. In the later case, we can apply the induction hypothesis and statement 4 conclude that the metric
decreased.

The second and third statements are easy, and the only interesting case is when B = K, and head(K) = x.
In the second statement that case cannot arise, because that would lead us to conclude by the first statement
that mono < 7, which is not possible. In the third statement we know that [M/z](K) = N’ :: mono, so we
just take n = m(N').

For the fourth statement, we consider several cases:

- case B = K. If [M/z]%4(B) = K’, then the statement is trivial, as the measure of K’ is 0. If
[M/z]%(B) = N’ :: mono, then by the first statement, we know A > mono. Thus, A is not small, and
hence m(Ilz: A.B), m(X,.4.B) > (1,0), whereas m(N) < (1,0), simply because N is a term. Other outcomes
cannot appear if B = K.

- case B = nat, bool, prop, mono, 1 are simple, as all the measures are 0.

- case B = Ilz:B;y. By. If A is simple, we know that substituting into B retains the same measure, but
abstraction increases the measure by 1, so that the quantified proposition must be larger. If A is not simple,
we know that substitution increases the measure by (0,7), for some n. But quantification increases the
measure by (1,0), so the quantified proposition must again be larger. |

Lemma 4 (Trivial hereditary substitutions)
If £ ¢ FV(T), then [M/x]%(T) =T.

Proof: Straightforward induction on T |

Lemma 5 (Hereditary substitutions and primitive operations)
Suppose that [M/x]¥(N1) and [M/z]"}(N2) exist. Then the following holds.

1. [M/a]} (plus(N1, N2)) = plus([M/x]} (N1), [M /] (N2)).

2. [M/x] (times(N1, N2)) = times([M /] (N1), [M /2] (N2)).

3. [M /x| (equals(N1, N2)) = equals([M /x| (N1), [M/]}} (N2)).

4. [M /x| (equals,, (N1, N2)) = equals,,.([M /] (N1), [M/z]} (N2)).
5. [M/x] (equals,(N1, N2)) = equals,A[M /]’y (N1), [M/x]} (N2)).

Proof: By induction on the structure of N7 and Ns. |
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Definition 6 (Expandedness)
The intro term N is expanded with respect to a type A, if [N/z]'} (expand,(z)) = N, for z ¢ FV(N, A).

The definition of expandedness will be used in this section only when A = 7 is a small type.

Lemma 7 (Hereditary substitutions and expansions)
Ifexpand 4 (K) exists, then it is expanded with respect to A, i.e. [expand 4 (K)/z)a(expand 4(z)) = expand 4, (K),
for z & FV(K, A).

Proof: By straightforward induction on the structure of A. |

Lemma 8 (Composition of hereditary substitutions)
Suppose that T ranges over expressions of any syntactic category (i.e., elim terms, intro terms, assertions,
types and computations), and let x € {k,m,p, a, e} respectively. Then the following holds.
1. If y & F(My), and [Mo/z|%(T) = To, [M1/y|5(T) = T1 and [My/x]} (M) and [Mo/x]%(B) exist,
then (Mo /a5 (T1) = [Mo/2l (M1) /3] yg, g i) (T0)-
2. Ify ¢ FV(My) and [My/x]5(F) = Fy and (E1/y)p(F) = F1 and [My/z]%(E1) and [Mo/x]%(B) exist,
then [Mo/z]% (F1) = ([Mo /%% (E1)/y)[ay /212 () (F0)-
3. Ifx ¢ FV(F,B) and (E1/y)p(F) = F1 and (Eo/x)(E1) exist, then
(Eo/x)a(F1) = ((Eo/x) a(Eh)/y) B(F).
4. If [M/z]%(K) = K' exists and is an elim form and [M/z]%(B) and expandg(K) exists,
then [M/x]} (expandp(K)) = expand|y;/y)e (5) K-
Proof: By nested induction, first on m(A4) + m([Mo/z]a(B)), and then on the structure of the involved
expressions (T, F and Fjy, respectively). There are many cases, but they are all straightforward. ]

5 Type system

We describe the syntax of the judgments.

AFK= A[N'] K is an elim term of type A, and N’ is its canonical form
AFM< A[M M is an intro term of type A, and M’ is its canonical form
A;PHE=2:A.Q[E'] EFE is acomputation with precondition P, and strongest postcondition Q
E returns value z of type A, and E’ is its canonical form
A;PHE < 2:A.Q[E'] E is acomputation with precondition P, and postcondition @
E returns value z of type A, and E’ is its canonical form

Next the assertion logic judgment.
A= P assuming all propositions in A are true, then P is true
And the formation judgments.
F A ctx[A] A is a variable context, and A’ is its canonical form
AF A<type[A] Aisatype, and A’ is its canonical form
Context formation. Here we define the judgment F A ctx [A’] for context formation.
A ctx[A] A'F A < type[A'] F A ctx [A] A’ + P < prop [P']
F - ctx [ F (A, 2:A) ctx [A' 2:A'] F (A, P) ctx [A', P’
We write A F Ay < ctx[A]] as a shorthand for F A Ay ctx[A, Af].
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Type formation. The judgment for type formation is A F A < type [A’]. Tt is assumed that - A ctx [A].
The rules are self-explanatory. We emphasize only that the formation for Hoare type {P}a:A{Q} requires
that the precondition P and the postcondition ) are not just assertions, but are predicates. For example,
P:heap—prop so that P can express the properties of the heap that exists before the computation starts. On
the other hand, the postcondition @) depends on two heaps (i.e., Q:heap—heap—prop) so that it can relate
the initial heap with the ending heap.

A+ K = mono [N']

A+ K < type[N'] A F nat < type [nat] A F bool < type [bool] A F prop < type [prop]
A F mono < type [mono] AF 1< typell]
At A<« type[A'] A x:A'+ B < type [B] At A< type A A,z:A'+ B < type [B’]
A+ Tx:A. B < type [llz:A". B'] At Yx:A. B < type[Sa:A’. B

A+ P < heap — prop [P'] AF A< type[A] A, z:A" - @ < heap — heap — prop [Q']
A+ {P}z:A{Q} <= type [{ P} A{Q'}]

At A< type A A,z:A"+ P < prop [P']
A+ {z:A. P} < type [{z:A". P'}]

Terms. The judgment for type checking of intro terms is A F K = A[N’], and the judgment for inferring
the type of elim terms is A - K = A[N’]. It is assumed that - A ctx and A - A < type[A]. In other
words, A and A are well formed and canonical.

The rules for the primitive operations are self-explanatory, and we present them first. We use the auxiliary
functions plus, times and equals defined in Section 4 in order to compute canonical forms of expressions
involving primitive operations.

At M < nat[M/]

A F true < bool [true] A F false < bool [false] Al z < nat[Z] Ats M <« nat[s M']
A+ M < nat[M'] A+ N < nat[N'] A+ M < nat[M'] A+ N < nat[N']
A+ M+ N < nat[plus(M', N')] A+ M x N <« nat[times(M', N')]

A+ M < nat[M'] A+ N < nat[N']
A F eqp, (M, N) < bool [equals, (M, N')]

Checking assertion well-formedness.
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At A < type 4] A+ B < type [B’] A+M«<= A M) A+ N < B'[N]
A+ xida g(M, N) < prop [xidar g/ (M', N")]

AFT < prop[T] AF L < prop[l]
A+ M <« prop [M'] A+ N < prop [N'] A+ M < prop [M’] A+ N < prop [N]
A+ MAN < prop[M' A N'] A+ MV N < prop[M'V N'|
A+ M <= prop [M'] A+ N < prop [N'] A+ M <« prop [M']
A+ M DN < prop[M' D N'| A+ —M <« prop [-M']

At A<« type A A, x:A'+ M < prop [M'] At A< type 4] A,x:A'+ M < prop [M']

A+ Vao:A.M < prop [Vo:A'.M'] A+ Jz:A.M < prop [Fz:A'.M']
Checking monotypes.

A F nat <= mono [nat] A F bool <= mono [bool] A F prop < mono [prop] AF 1< mono(l]

A+ 7 <= mono [7'] A, z:7" + o <= mono [0”] A+ 7 <= mono [7'] A, z:7" + o <= mono [0’]

A+ Ta:7. 0 < mono [Hz:7". '] At YT 0 <= mono [Sz:7’. 0]

A+ P < heap — prop [P'] A 7 <= mono [7] A, x:7" F Q < heap — heap — prop [Q’]
AFA{P}r:7{Q} < mono [{P'}z:7'{Q"}]

A+ 7 < mono [7'] A, z:7" = P < prop [P']
A+ {x:7. P} < mono [{z:7". P'}]

Before we can state the rules for the composite types, we need several auxiliary functions. For example,
the function apply 4 (M, N) normalizes the application M N. Here, A is a canonical type, and the arguments
M and N are canonical intro terms. If M is a lambda abstraction, the redex M N is immediately normalized
by substituting N hereditarily in the body of the lambda expression. If M is an elim term, there is no redex,
and the application is returned unchanged. In other cases, apply is not defined, but such cases cannot
arise during typechecking, where these functions are only applied to well-typed arguments. Similarly, we
need functions for reducing first and second projections and coercions out of subset types. We also define
a function exp which eta expands its argument, if the argument is an elim form (and does nothing if the
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argument is intro).

apply 4 (K, M) = KM if Kisan elim term

apply,(Ae. Ny M) = N’ where N’ = [M/z]'}(N)

apply 4 (N, M) fails  otherwise

first(K) = fst K if K is an elim term

first((M, N)) = M

first(M) fails  otherwise

second(K) = snd K if K is an elim term

second((M, N)) = N

second(M) fails  otherwise

extract(K) = out K if K is an elim term

extract(in M) = M

extract(M) fails  otherwise

exp 4 (K) = N’ if K is an elim term
and N’ = expand 4 (K) exists

exp 4 (M) = M if M is an intro term

exp 4 (M) fails  otherwise

Now we can present the rest of the typing rules for terms. In general, the introduction inference rules
break down a type when read from the conclusion to the premise. If the conclusion type is given, we can
determine the types for the premises, and proceed to check them. Thus, intro terms should be checked. The
elimination rules break down the type when read from premise to the conclusion. In the base case, the type
of a variable can be read off from the context, and therefore, elim terms can always synthesize their types.

24



Moreover, if the types in contexts are canonical (as they are in HTT), then so are the synthesized types.

Az AMFr= A o ArQg<1 "™
AwArM<BM] AFK=TuABIN]  AFM<ADM]
A Xz. M < Tz:A. B [A\x. M'] A+ K M = [M']x]%(B) [apply 4 (N', M")]
AFM<= AM) A+ N < [M'/z]%(B)[N'] .
A+ (M,N) < Yz:A.B[(M',N'")]
ACK=SzA BN AF K = So:A. B[N'] e
A fst K = Alfirst(N')] A snd K = [exp 4 (first(N"))/z]% (B) [second(N)]
AFM <= A[M'] A=[M"/z]%, (P) |
Atin M < {z:A. P} [in M| U
A+ K = {2:A. P} [N'] £l A+ K = {2:A. P} [N'] £
At out K = Alextract(N')] U A =>[exp 4 (extract(N"))/z]", (P) 0
AFK=AN] A=B AFAetypeld] A M < A [M]
AFK < Blopg(N)] AFM:A= A [M] A

AFL=K'[] K=K
AFetag L < K [etag L]

In the rule IIl, the type IIz:A. B is assumed to be canonical, so that in the premise, A can be placed into the
context without any additional checks. On the other hand, the rule IIE hereditarily substitutes the canonical
M’ for z into B, so that the synthesized type remains canonical.

Similar pattern applies to other rules as well. For example, the introduction rules for subset types { }|
must make sure that the term satisfies the subset predicate. The first elimination rule for subset types { }E1,
gives us the information about the base type of K. The second elimination rule { }E2 gives us a derivation in
the assertion logic that A ==[exp 4 (extract(N’))/z]", (P), which essentially states that the underlying term
of K satisfies the predicate P. The occurrences of exp and extract serve to ensure that all the involved terms
are canonical, thus baking the beta and eta equations into the assertion logic.

When checking an intro term that happens to be elim (i.e. has form K) against a type B, we synthesize
the type for K and explicitly compare with B, as formalized in the rule =<«. This comparison is a simple
alpha-conversion, but since the types are canonical, it accounts for beta and eta equivalence.

Conversely, given an elim term that happens to be intro (i.e. has the form M:A), its synthesized type
is the canonical version of A, assuming that M checks against it, as formalized in the rule <==-. Notice
that the canonical form of M:A equals the canonical version of M itself, but does not include the typing
annotation. We have previously intuitively described the process of computing the canonical forms as a
systematic removal of the constructor M:A from the involved term. Now we can point the rule <= as
precisely the place where this removal occurs.

We mention an additional complication in the rule =<. When the types A and B are actually elimination
forms (e.g., they may be variables), we cannot compute the canonical form of the checked term by eta
expanding it. Indeed, the exact form of A and B may change as we substitute into these types, and thus
the form of the expansion may change with substitutions. This is why we introduce the constructor etag L
which essentially records that L should be eta expanded with respect to the type K once and if the type
K is turned — by means of some substitution — into an ordinary type like nat, bool, Ilz:71. 72, etc. We note
here that K must be a type (i.e. K < type) by assumption on well-formedness of the types supplied to the
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checking judgment. But, furthermore, from here we infer that K < mono, because the only way an elim
form may be a type is by coercion from monotypes, as apparent from the formation rules for types given a
couple of paragraphs above.

As we mentioned in Section 2, the constructor etax L is not supposed to be used in the source language,
but we need it when we work with canonical forms, as illustrated above. Thus, since etax L is only
interesting in the canonical setting, we restrict K and L to only be canonical. This is achieved by requiring
in the premises of the eta rule that L equals its canonical form, and that K is its synthesized type (which is
canonical by design).

Rules and axioms of the assertion logic. The judgment which establishes the provability of proposi-
tions in the assertion logic is A = P, where we assume that both A and P are canonical. The assumed
canonicity of these inputs will avoid the need to introduce explicit rules for dealing with beta and eta
equalities.

The judgment is formulated in a natural deduction style. Although the notation using = strongly
suggests a sequent calculus formulation, this is not the case. We only use this notation to retain and
emphasize the connection with the formulation of the assertion logic from our previous work [31].

Begin a formulation of higher-order logic, this judgment need only a handful of inference rules that
deal with the basic constructors for implication and universal quantification. The rules for the rest of the
constructs may simply be encoded as axioms.

The inference rules are fairly standard, and we list them below.

A,P,Al — P
AP=Q A=—P>Q A=—P
A=P>Q A=Q
A A=P A=Vz:A. P AFM < A[M]
A=Vax:A. P A=[M/z]", (P)

The rules should be read in a bottom-up manner, defining what it means to be a proof of the assertion given
in the conclusion. The concluding proposition is always assumed well-formed, so we do not need to check
for it. However, at the elimination rules, we need to come up with a proposition P that is not mentioned in
the conclusion. We explicitly mention here that we only consider for P propositions that are well-typed, so
that assumptions about the typing of P need not be included explicitly in the typing rules.

For the rest of the propositional constructors, we provide the schemas for the introduction and elimination.
(We note here that we can go one step further and define most of the constructs using Church encoding, but
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that’s largely irrelevant for the development here.)

topi T

bote Vp:prop. L. D p

andi Vp,q:prop.p D gD pAgq
andel Vp, g:prop.p Aq D p
ande? Vp, g:prop.p A q D q

oril Vp, g:prop.p D pVq

ori2 Vp, g:prop.q D pVq

ore : Vp,q,rprop.pVgD(pDr)D(gDr)Dr
noti : Vp:prop.(p D L) D -p
note : Vp,q:prop.—p D p Dq
exig : Vax:A.Vp:A—prop.px D Jx:A.px
exeq : Vp:A—prop.Vg:prop. (3z:A.px) D (Vz:A.px D q) Dgq

Heterogeneous equality:

xidig : Va:A.xida a(z, )

xide 4 Vp:A—prop. Va, y:A.xida a(z,y) Dpx Dpy

Function and pair extensionality:

Vf,gllz:A. B. (Vz:A.idg(f 2,9 x)) D idug:a. 5(f, 9)
Vs, t:Xx:A. B. idA(fSt s, fst t) > Xid[fst s/2]% (B),[fst t/wltil(B)(Snd s, snd t) > idEI;A,B(S,t)

extfuncrz. 4. B

extpairs,.4 B

It should be clear that the schemas which depend on the type A are not well-formed canonical expressions
in HTT. In fact, for each given type A, the schema takes a different canonical form which depends on eta
expansion with respect to A. For example, xide should really look like the term below, where the occurrences
of expand , may not be substituted by eta4, because A need not be a small type.

Vp:A—prop.Vx, y:A. xid 44 (expand 4 z, expand 4 y) D p (expand 4 ) D p (expand 4 y).

We thus adopt an abuse of notation to abbreviate expand 4(z) into z in all well-typed contexts. We will
eventually prove in Section 6, Lemma 9 that this does not lead to any difficulties. We will use this convention
extensively in the axioms and typing rules that follow.

The rest of the rules is a fairly standard formulation of properties for the base types of natural numbers
and booleans.

Peano arithmetic:

zneqs Va:nat. nidnat (2, s @)

sinject Va, y:nat. idnat(s 2,5 y) D idnat(z,y)

induct Vp:nat—prop.pz D (Vz:nat.p x D p (s x)) D Va:nat.p x
Booleans:

tneqf —idpat (true, false)

extbool Vp:bool—prop. p true D p false D Va:bool.p x

The primitive type of propositions is axiomatized as follows. We first need an axiom which defines the
propositional equality of propositions as a bi-implication. This essentially states that T and L are different

27



as propositions. Then we need a kind of an extensionality principle, which states that no other proposition
can possibly exist, i.e. each proposition is only equal to T or L. This property precisely defines the classical
nature of our assertion logic, and we formalize it with an axiom of excluded middle.

propeq : Vp,q:prop. (p CD q) D idprop(p; q)
exmid : Vp:prop.pV —p

Finally, we axiomatize the properties of small types, by postulating that each type constructor is injective,

and different from any other. For this purpose, we essentially treat mono as an inductive datatype. This
gives us the following requirement for axiomatizing its properties:

1. We must make clear that each constructor of this type is injective
2. We must make clear that each constructor is different from any other

3. We must formulate the associated induction principle, which essentially describes that there is no other
way to create a small type, except by using the provided constructors.

This properties are realized in the following set of axioms for small types.

mononeq, , : “idmono(T,0) where 7,0 € {nat, bool, prop, 1, ITz:7". o,
Yo' o' {P}a:r'{Q}, {x:7'. P}}
and 7,0 have different top-level constructors
injectprod : V7, T9:mono.Voi:11—mono. Yoy:Te—mono.
idmono (271 . 01 (), Ix:73. 02(x)) D idmono(T1, T2) A Xidr, —mono, rs—mono (01, 02)
injectsum : Y7y, 79:mono. Yo :7 —mono. Vog: 7o —mono.
idmono (Zx:71. 01 (), Za:72. 02(x)) D idmono (71, T2) A Xidr, —smono,rs—mono (01, 02)
injecthoare : V7q, m9:mono. Vpy, pa:heap—prop.
Vq1:7—heap—heap—prop.
Vqo:179—heap—heap—prop.
idmono({P1}@:71{q1 2}, {p2}a:72{g2 2}) D

idheap—»prop(plap2) A idmono(Tl ) 7-2) A Xidrl—>heap—»heap—>mono,7'2—>heap—>heap—>mono(q1 ) Q2)

injectsubset : V7, 7:mono. Vp1:11 —prop. Vpa:1o—prop.
idmono({I:Tl-pl}a {1737'2-132}) D idmono('rla 7-2) A Xidnﬁprop,fgﬂprop(plvp2)
monoinduct : Vp:mono—prop.

pnat D pbool DppropDplD

(Vr:mono.Vo:r—mono.p 7 D (Va:7.p (0 x)) D p (Ilz:7.0 x)) D
(Vr:mono.Vo:r—mono.p 7 D (Va:7.p (0 x)) D p (Bx:T.0 ) D
(Vq1:heap—prop. V7:mono. Vga:7—heap—prop.p 7 D p ({1 }x:7{q2})) D
(V7:mono.Vg:7—prop.p 7 D p ({x:7.q}) D

VY7:mono.p T

Computations. The judgments for typechecking computations are A; P+ E = x:A.Q[E’] and A; P
E < 2:A.Q [E'], where we assume that A, P, A and Q are canonical. Moreover, P, Q : heap—heap—prop.

A computation F may be seen as a heap transformer, turning the input heap into the output heap if it
terminates. The judgment A; P+ FE = x:A. Q [E’'] essentially converts F into a binary relation on heaps, so
that the assertion logic can reason about E using standard mathematical machinery.
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The predicates P, Q:heap—heap—prop represent binary heap relations. P is the starting relation onto
which the typing rules build as they convert E one command at a time. The generated strongest postcondition
@ will be the relation that, intuitively, most precisely captures the semantics of F.

The judgment A; P+ E < x:A. Q [E’] checks if @ is a postcondition for F, by generating the strongest
postcondition S and then trying to prove the implication S = @ in the assertion logic.

We note at this point that, although we refer to @Q above as “the strongest postcondition”, we do not
formally prove that @ is indeed the strongest predicate describing the ending state of the computation. As
a matter of fact, it need not be! The derivation of @ will at certain places take into account assertions
that are explicitly given in E (e.g. as invariants of other computations or recursive functions), but which
themselves are not the strongest possible. The situation is similar to the one encountered during verification
of first-order code, where computing a postcondition of a loop needs to take the supplied loop invariant
into account. If the loop invariant is not the strongest possible, then the computed postcondition will not,
semantically, be the strongest one either, although it will be the strongest one with respect to the invariant.
We believe that the problem of computing semantically strongest postconditions has to be attempted in a
setting where the computations are not annotated with assertions, and thus naturally falls into the domain
of type and annotation inference.

We proceed with several definitions. Given P, @, .S:heap—heap—prop, and R, R1, Ro:heap—prop we define
the following predicates of type heap—heap—prop.

PoQ = Ai. Am. 3h:heap. (P i h) A (Q h m)
Ry — Ry = Xi. dm.Vh:heap. (Ry * AW. W/ = h) (i) D (Re * \W/. R/ = h) (m)
R>Q M. Am.Vh:heap. (AW . R(K') Nh = k') — Q(h)

The predicate P o (Q defines the standard relational composition of P and ). The predicate R; — Ry is
the relation that selects a fragment R; from the input heap, and replaces it with some fragment Rs in the
output heap. We will use this relation to describe the action of memory update, where the old value stored
into the memory must be replaced with the new value. The relation R > @ selects a fragment R of the
input heap, and then behaves like @ on that fragment. This captures precisely the semantics of the “most
general” computation dia E of Hoare type {R}x:A{Q}, in the small footprint semantics, and will be used
in the typing rules to express the strongest postcondition of evaluating an unknown computation of type
{R}a:A{Q}.

We further require an auxiliary function to beta reduce eventual redexes created by hereditary substitu-

tions.
reduces (K, x. E) let dia x = K in E if K is an elim term

reduces(dia F,z. E) = F’ where E' = (F/z) 4(E)
reduces (N, z. E) fails otherwise

Now we can present the typing rules for computations. We start first with the generic monadic fragment.

A;PFE = x:A.S[E] A, x:A,i:heap, m:heap, (S i m) =(Q i m)

A;PFE < 5:A Q[E] consequent
AF M < A[M]
A PF M= z:A (M. wm. (P i m) Aida(e, M) [M7]
A Ni.dm.i=mA(Rxdm/. T)(m) - E < x:A. (R> Q) [E] o)

AT dia E < {R}z:A{Q} [dia E]

A+ K = {R}x:A{S}[N]
A, i:heap, m:heap, (P i m)=(R* Am'. T)(m) A,z:A;Po(R>S)F E=y:B.Q[E]
A;Prletdiaz = K in E= y:B. (Ai. \m. 32:A. (Q i m)) [reduces(N', x. E')]

{ JE
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The rule consequent defines the judgment A; P F F < x:A.Q in terms of A;P + E = x:A.S. As
discussed before, in order to check that @ is a postcondition for F, we generate the strongest postcondition
S and simply check that S implies Q.

The rule comp defines the strongest postcondition for the trivial, pure, computation M. This postcondi-
tion must include the precondition P, (as executing M does not change the heap). But also, the postcondition
must state that M is the return value of the overall computation, which it does by equating (the canonical
form of) M with (the canonical form of) .

We reiterate at this occasion that all the variables appearing in the assertions in these typing rules
should be eta expanded, but according to our assumed convention described previously in description of
the assertion logic, we omit the explicit expansions. This abuse of notation is justified by the Lemma 9 in
Section 6.

The rule for introducing dia, checks if dia F has type {R}z:A{Q}. This check essentially verifies that E
has a postcondition R > @, i.e. that the behavior of E can be described via the relation @, if it is restricted
to a subfragment of the input heap that satisfies R. Because R is a relation over one heap, and the typing
judgments require a relation on two heaps, the checking is initialized with a diagonal relation on heaps (the
condition ¢ = m in the premise). Furthermore, we require that the global heap can be proved to contain
a sub-fragment satisfying R (the condition (R * Ah’. T)(m) in the premise). These requirements specified
in the precondition and the postcondition capture precisely the small footprint nature of the specification
{R}z:A{Q).

To check let dia = K in E, where K has type {R}x:A{S}, we must first prove that the beginning heap
contains a sub-fragment satisfying R (the condition (P i m)=>(R * Ah'. T)(m)), so that the precondition
for K is satisfied, and K can actually be executed. The execution of K changes the heap so that it can be
described by the composition P o (R > S), which is then used in the checking of E.

Next we present the rules for the primitive commands. The rules for lookup and (strong) update are
easily described.

At 7 <= mono [7'] A+ M < nat[M'] A, iheap, m:heap, (P i m)=(M' <., —)(m)
A,z Xi. dm. (P im) A (M —, z)(m)F E = y:B.Q[E]

look
APFao=M;E = y:B.(\i. \m.3x:7".(Q i m)) [z =", M'; E' ookup
At 7 <= mono 7]
A+ M < nat[M'] AFN <7 [N A, i:heap, m:heap, (P i m) =>(M' — —)(m)
A;Po((M v —) — (M=o N'))FE = y:B.Q[E d
update

A;PFM:=, N;E=y:B.Q[M =, N'; F']

Before the lookup 2 =!; M, we must prove that M points to a value of type 7 at the beginning (the condition
(Pim)=M'"—, —). After the lookup, the heap looks exactly as before (the condition P i m) but we
also know that z equals the content of M (the condition M’ <,/ exp,.(x)).

Before the update M :=,; N, we must prove that M is allocated and initialized with some value of with
an arbitrary type (the condition M’ — —). After the lookup, the old value is removed from the heap, and
replaced with N (the condition Po (M’ +— —) — (M’ ., N'))).

The typing rule for (if 4 M then E; else Es) first checks the two branches F; and Fs against the precon-
ditions stating the two possible outcomes of the boolean expression M. The respective postconditions Py
and P, are generated, and their disjunction is taken as a precondition for the subsequent computation FE.

A+ M < bool [M'] A A<« type 4] A; Ni. dm. (P i m) Aidpoot(M', true) = By = x:A'. Py [E]]
A; Xi. A (P i m) A idvooy (M, false) - Ey = :A". Py [E}]
Az Al i dm. (Prim)V (Pyim) b E=y:B.Q[E]
A; Pt a=ifgs M then E; else Ex; E = y:B. (Ai. \m. 32:A". (Q i m)) [x = ifar M’ then E] else E5; E']

Similar explanation can be given for the typing rule for case.
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A+ M < nat[M'] A+ A< type[A] A;Xi. dm. (P i m) Aidpat(M',2) F By = x:A'. Py [E)
Ay:nat; Xio dm. (P i m) Aidnae(M' s y) F By = 2: A’ Py [E))
A x: Ay i dme. (P i m) V 3yinat. (P i m) - E = v:B.Q [F]
A;Ptax=caseq M of z= E) orsy= Fa; E = v:B.(\i. \m. 3z: A" (Q i m))
[z = casear M’ of z= E} or sy = Ej; E']

Finally, we present the rule for the recursion construct fix f(x : A) : T = dia E in eval f M. This construct
defines the function f and then immediately applies it to M to obtain a computation. The computation is
evaluated and its result is returned as the overall result of the fixpoint construct.

Here the type T must be a Hoare type, and the inference rule must check that the canonical form for T
equals {R}x:B{S} for some predicates R and S.

At A<« typelA'] A,z A' =T < type [T] T' = {R}y:B{S}
A+ M= A[M A, i:heap, m:heap, (P i m) =[M'/x]" (R1 * Ah. T)(m)
Ay A fla AT Niodmi=m A (Rx M. T)(m) - E < y:B.(R> S)[E]
A y:[M' /2] (B); Po[M'Jz]\(R> S)F F = 2:C.Q [F']
A; Pty =fix f(z:A):T =diaFE in eval f M; F = z:C. (Xi. \m. 3y:[M' /)% (B).(Q i m))
[y = fixf(z:A"):T" = dia E' in eval f M'; F']

Before M can be applied to the recursive function, and the obtained computation executed, we need to
check that the main precondition P implies R * Ah. T. This means that the heap contains a fragment that
satisfies R, so that the computation obtained from the recursive function can actually be executed. After the
recursive call we are in a heap that is changed according to the proposition R > S, because this predicate
describes in a most general way the behavior of the computation obtained by the recursive function. Thus,
we proceed to test F' with a precondition P o (R > 5). Of course, because the recursive calls are started
using M for the argument z, we need to substitute the canonical form M’ for x everywhere.

6 Substitution principles and other properties

The development of the meta-theory of HT'T is split into two stages. First, we need to prove the substitution
principles and the associated lemmas for the fragment containing canonical forms only. Then, using these
results, we can prove the substitution principle for general forms.

In fact, it may be said that HT'T can be viewed as really consisting of two layers. The first layer contains
only canonical forms, and is the carrier of the semantics of HTT. The second layer contains general forms
(and in particular, contains the constructor M:A), and is used as a convenience in programming, where we
do not necessarily want to only work with canonical forms. But, it should be clear that it is the first layer
that is the most important.

Even if the general structure of the meta theory of HT'T is inherited from the previous work, the develop-
ment in the current paper is slightly more complicated because of the additions of higher-order features, like
the types prop and mono. For example, one complication that arises here is that the function expand now
becomes mutually recursive with the hereditary substitutions, leading to an entanglement of the identity
and substitution principles.

First of all, we start the development by noting, without a formal statement, that the HTT judgments
all satisfy the basic structural properties of weakening, contraction and (dependency preserving) exchange
of variable ordering in the context.

We proceed then to establish a basic lemma about the expansion of variables, which shows that in well-
typed contexts, a variable z:A behaves generally like the expansion expand 4(x). We will use this property
to justify our abuse of notation to abbreviate expand 4(z) with = only. For example, we write xid4 p(z,y)
instead of xid 4, g(expand 4(z),expandgz(y)). We have already used this convention in Section 5 when we
formulated the axioms and the inference rules of the assertion logic, and the type rules for computations.
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In the lemma, we assume that the involved expressions are canonical. We make the canonicity assumption
explicit by requiring that each term is well typed and equal to its own canonical form.

Lemma 9 (Properties of variable expansion)
Suppose that expand(x) exists. Then the following holds:

1. If A,2:A, A1 - K = B[K], then [expand,(z)/z]% (K) exists, and

(a) if [expand 4 (z)/x])% (K) = K’ is an elim term, then K' = K
(b) if [expand 4(z)/z]% (K) = N’ :: B’ is an intro term, then B’ = B and N’ = expandg(K).

IfA,2:A, A1 = N < B[N], then [expand ,(z)/x]¥(N) = N.
IfA,2:A,A1; P+ E < y:B.Q [E], then [expand 4 (z)/z]%(E) = E.
If A 2:A, A1 + B < type B, then [expand 4 (z)/z]%(B) = B.
IfFAF M < A[M)], then [M/z]7 (expand ,(z)) = M.

R

IfA; P E < 2:A.Q[E], then (E/x) s(expand,(x)) = E.

Proof: By mutual nested induction, first on m(A), and then on the structure of the expressions involved.
In other words, we will invoke the induction hypotheses either with a strictly smaller metric, but possibly
larger expression, or with the same metric, but strictly smaller expression. The characteristic case of the
lemma is 1(b), and we present its proof in more detail.

In this case, we know head(K) = z. When K = z, the statement is obvious. Consider K = L M.

By typing:

L = HyBl B>
M < B
B = [M/x]p,(Bs2)

By i.h. on L and M:

[expand(z)/x])% (L) = expandy, g, p,(L) = Ay.expandp, (L expandg (y)) :: [ly:B1. By
expand(z)/a]} (M) = M

As a consequence of the first equation, we also get by the termination theorem that m(Ily:B;. B2) < m(A).
Now, we compute:

[expand(2) /2] (L M) = [M/y]}5, (expand g, (L expandp, (y)) :: [M/y)%, (B2)
— expand (L ([M/y]3, (expandp, (1)) = B because [M/y)%, (B) = B
= expandg(L M) :: B by ih on m(B;) < m(Ily:By. B2) < m(A)
= expandg(K): B

which proves the case.
|

The next lemma allows us to remove a proposition from a context if the proposition is provable. One
may view this property as a substitution principle for propositions. It is worth noting that this property

32



is not mutually dependent with the other substitution principles, because in HTT we deal with provability,
but not with proofs themselves. Thus, the removal of a proposition from a context does not impose any
structural changes to the involved judgments, and thus there is no need to invoke any other substitution
principles in the proof of this lemma.

Lemma 10 (Propositional substitution principles)
Suppose that A = R. Then the following holds.

1. If AR+ K = B[K], then A+ K = B[K].

2. IfA,RF N < B[N], then A N < B[N].

3. If A\R;P+FE < y:B.Q[F], then A; P+ E < y:B.Q|[E].
4. If AR+ B < type [B], then A+ B < type[B].

5. If A)R—(@Q, then A = Q.

Proof: By straightforward induction on the structure of the first given derivation in each case. ]

The next lemma restates in the context of HT'T the usual properties of Hoare logic, like weakening of the
consequent and strengthening of the precedent. We also include here the property on Compositionality (which
we called “Preservation of History” in the previous papers), which essentially states that a computation does
not depend on how the heap in which it executes may have been obtained. Thus, if the computation has a
precondition P and a postcondition @, these can be composed with an arbitrary proposition R into a new
precondition R o P and a new postcondition R o Q.

Lemma 11 (Properties of computations)
Suppose that A; P+ E < x:A.Q[E’']. Then:

1. Weakening consequent. If A, x: A, i:heap, m:heap, @ i m=— R i m, then A; P+ E < z:A. R[E'].
2. Strengthening precedent. If A, i:heap, m:heap, R i m=— P i m, then A; R+ E < x:A.Q [E’].
3. Composition.If A = R < heap— heap—prop [R], then A;(Ro P) - E < 2:A. (Ro Q) [E'].

Proof: To prove weakening of consequent, from A; P + F < 2:A.Q[E’] we know that there exists a

predicate S : :heap—heap—prop, such that A; P+ F = x:A. S where A, x: A, itheap, m:heap, S i m = Q i m.

Applying the rule of cut, we get A, x: A, i:heap, m:heap, S i m= R i m, and thus A; P+ F < x:A. R[E'].
Strengthening precedent and composition are proved by induction on the structure of E. In both state-

ments, the characteristic case is E = let dia y = K in F. In this case, from the typing of E we obtain: A+

K = {R1}y:B{R2} [N'] where A,i:heap, m:heap, (P i m)=(R1*Am/. T) m, and A,y:B; Po (R; > Ry) F

F = x:A. S[F’]| where also A, x:A, i:heap, m:heap, Jy:B. (S i m) =(Q ¢ m), and E’ = reduceg(N',y. F").
For strengthening precedent, (A; R+ FE < 2:A. Q[E']), we need to establish that:

1. A,i:heap,m:heap, R i m==-(Ry * Am/. T)(m), and

2. Ajy:B;Ro(Ry > Re) F F = a:A. S [F'] for some S’:heap—heap—prop
such that A, z:A, i:heap, m:heap, Jy:B. (S’ i m) =(Q i m).

The sequent (1) follows by the rule of cut, from the assumption R i m => P i m and the sequent P i m =>(R;*
Am/. T)(m) obtained from the typing of E. To derive (2), we first observe that A, y:B; Po(R; > Ro) F F =
x:A. S[F'] implies A,y:B; P o (Ry > Ry) b F < z:A.S[F'], by the inference rule consequent, and using
the initial sequent S i m =S i m. It is also easy to show that the sequent A,i:heap, m:heap, (R o (R1 >
R3)) i m==-(P o (R1 > Rz)) i m is derivable, after first expanding the definition of the operator “o” on
the left, and then on the right. Now, by induction hypothesis on F, we have A y:B; Ro (R1 > Ra) F F <

w:A. S [F).
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The later means that there exists S’:heap—heap—prop such that A,y:B;Ro (Ry > Ry) F F =
x:A.S"[F'] where A,y:B,x:A, iheap, m:heap, S’ i m=—S5 i m. But then we can clearly also have the
sequent A, x:A,i:heap, m:heap, Jy:B. (S" i m)=Jy:B.(S ¢ m). Now, by the rule of cut applied to the
sequent Jy:B. (S i m) = Q i m (which was derived from the typing of E), we obtain
A, z:A,i:heap, m:heap, Jy:B. (S’ i m) =-(Q 7 m), which finally shows the derivability of (2).

In order to show preservation of history (A; Ro P+ E < x:A. (R o Q) [E’]), we need to establish that:

3. A,icheap, m:heap, (Ro P) i m==-(Ry * Am/. T)(m), and

4. A,y:B;(RoP)o (Ry > Ry) F F = x:A. 5" [F'] where
A, x:A, icheap, m:heap,Jy:B. (5" i m)=(Ro Q) i m.

Sequent (3) follows by cut from the sequents (R o P) i m => Jh:heap. P h m and Jh:heap. P h m =>(R; *
Am/. T)(m). The first sequent is trivially obtained after expanding the definition of “o”. To prove the second
sequent, we eliminate the existential on the left to obtain the subgoal P i m =(Ry * Am/. T)(m). But this
subgoal is already given as a consequence of the typing of E. To derive (4), we apply the induction hypothesis
on the typing derivation for F', to obtain A,y:B;Ro (Po (Ry > Ry)) F F < x:A.(Ro S). This gives us
A,y:B;(RoP)o(Ry > Ry) F F < x:A. (R o S) by using strengthening of precedent and associativity of “o”
(which is easy to show).

The last derivation means that A, y:B;(Ro P)o (Ry > Re) F F = x:A. S’ for some proposition S’ for
which A, y:B, i:heap, m:heap, S’ i m =>-(RoS) i m. By the rules of the assertion logic, and the fact that y ¢
FV(R), we now have Jy:B. (5" i m) = Jy:B. (RoS) i m) =>(Ro(Xi. \m.Jy:B. S im)) i m=—=(RoQ) i m.
By cut, Jy:B. (8" i m) =>(R o Q) i m, thus proving the derivability of (4).

The other cases of Composition are proved in a similar way relying on the properties that R o (Ai. (P i %
X)) = M. (RoP) i+ X) (in the case of alloc) and Ro (Ai. Am. (P i m A X m)) = Xi. \m. ((RoP) i mAX m)
(in the case of lookup). Both of these equations are easy to prove. ]

The substitution principle for canonical forms is now mutually recursive with the identity principle,
because the definition of hereditary substitutions is mutual recursive with the definition of eta expansion.

Lemma 12 (Canonical identity and substitution principles)
1. Identity. If AF K = A[K], then A& expand,(K) < A [expand 4(K)].

2. Variable substitution. Suppose that A+ M < A[M], and b A x:A, Ay ctx and that the context
Al =[M/x]a(Ay) exists and is well-formed (i.e. = A; A} ctx). Then the following holds.

(a) If A,z:A, Ay + K = B[K], then [M/x]%(K) and B’ = [M/x]%(B) exist and is well-formed (i.e.
A, A} + B’ < type[B’]) and
i. if [M/x])%(K) = K’ is an elim term, then A, A} - K’ = B’ [K']
i if [M/z]5(K) = N’ :: C' is an intro term, then C' = B’ and A, A} = N' <= B'[N'].
(b) If A,z:A,Ay v N < B|[N], and the type B’ = [M/z]%(B) exists and is well-formed (i.e.,
A, A F B < type [B']), then A, A} b [M/z]}(N) < B' [[M/x]}(N)].
c) I T: 13 P+HFE < y:B.Q|E|, an M), and the predicates P’ = |M /x|, (P) an
(c) If A,z A, Ay P y:B.Q[E], and y ¢ FV(M), and the pred ' = [M/a]}(P) and
Q' = [M/z]%(Q) and the type B' = [M/xz|%(B) exist and are well-formed (ie., A,A} F P’ <
heap— heap—prop [P'], A, A} + B’ < type[B’] and A, A},y:B’' F Q' < heap—heap—prop [Q']),
then A, A P F[M/2])4(E) < y:B'. Q' [[M/z]5(E)].
(d) If A,x:A, A1 = B < type [B], then A, A} + [M/x]%(B) < type [[M/z]%(B)].
(e) If A, x:A, Ay = P, and the assertion P' = [M/z]"(P) exists and is well-formed (i.e., A, A} +
P’ < prop [P']) then A, A} = P’.

3. Monadic substitution. If A;P - F < x:A.Q[E], and A,2:A;Q + F < y:B. R[F], where z ¢
FV(B,R), then A; P - (E /) 4(F) < y:B. R[(E/z) 4(F)].
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Proof: By nested induction, first on the metric m(A), and then, for the variable substitution principle on
the derivation of the first typing or sequent judgment in each case, and for the monadic substitution principle
on the typing derivation for F.

For the identity principle (Statement 1), the most interesting case is when A = { P}2:B{@}. In this case,
expand 4 (K) = dia (let dia y = K in expandz(y)). In order for this term to check against A, the typing rules
require that the following sequents be proved:

1. A,i:heap, m:heap, (this i m) A (P x Am/. T)(m) =>(P x Am'. T)(m)

2. A, x:B, i:heap, m:heap, 3y: B. 3h:heap. idheap (i, ) A(PxAm/. T)(W)A((P > [y/x]Q) h m)Aid g (z, y) = (P
Q) im

The first sequent shows that the precondition for K is satisfied at the point in the computation where K is
executed. The sequent is easy to derive, by applying the axioms for conjunction.

The second sequent shows that the strongest postcondition generated for let dia y = K in expand 5(y)
with respect to the precondition idheap(i,m) A P actually implies P >> @. In the statement of the sequent
we have used the previously stated syntactic convention to abbreviate expand g (z) and expandz(y) by « and
y respectively, and similarly for the heaps i, h, m.

The sequent can easily be proved by noticing that id(z,y) and (P >> [y/x]Q) h m imply (P > Q) h m,
and then idheap(, 1) leads to (P > Q) ¢ m, as required.

In case A = Xx:B;. Bs, we need to show that

expand,, (fst K) <« A [expand 4, (fst K)]
xPandjecpand,,  (fst K) /a5, (42) (SN K) <= [expandy, (fst K)/a]%, (A2) [expandepand ,  (fst 1) /2], (42) (SN )]

The first judgment follows by induction on m(A4;) < m(A). The second judgment is proved first by
induction on m(A;) < m(A) in order to establish the existence of the type [expand 4, (fst K)/x]% (As2), and
then by induction on m([expand 4, (fst K)/z]% (A2)) < m(A) in order to establish that the expansion is
well typed. Here the inequality m([expand 4, (fst K)/x|% (A2)) < m(A) that justifies the induction step is
obtained by the Termination theorem (Theorem 3, case 4).

For the Variable Substitution Principle (Statement 2), we also present several cases.

First, the case of (¢) when F = let dia z = K in F and [M/z]K is an introduction term dia E1, as this
is the most involved case. To abbreviate the notation, we write (—)’ instead of [M/z]% (—).

In this case, by the typing derivation of E, we know that A,z:A, Ay F K = {Ri1}z:C{R:}[K],
and A, z:A, Ay, i:heap, m:heap, (P i m)=-(Ry * Am/. T)(m), and A, x:A,A1,2:C;Po (Ry > Ry) F F «
y:B.Q[F] and A, Al; Mi. dm. (this i m)A(RyxAm/. T)(m) b E; < z:C’. R} > R, [E;]. By induction hypoth-
esis on K, we know that [M/x]K = diaE; :: {R}}2z:C"{R}}, and thus, m(C’) < m({R}}z:C'{R}}) < m(A)
by Theorem 3. And, of course, by definition E’ = (E;/z)c(F’).

From the typing of E1, by Composition (Lemma 11), A, Al; P’ o (Ai. Am. (this i m) A (R}« Am/. T)(m)) F
E, < z2:C'. P o (R} > R}) [E1]. From the typing of F', by induction hypothesis, A, A}, z:C’; P’ o (R} >
Ry) F F' < y:B'. Q' [F']. By induction hypothesis on m(C’) < m(A) and from the above two judgments,
by monadically substituting F; for z in F’, we obtain A, Al; P’ o (Ai. Am. (this ¢ m) A (R} * Am/. T)(m)) F
E < y:B.Q [E].

Finally, by induction hypothesis on the derivation of the sequent P i m==-(Ry * Am’. T)(m) we obtain
P'im=(R} *Am/. T)(m), and therefore also P’ i m =(P’ o (Ai. A\m. (this ¢ m) A (R} * Am/. T)(m))) i m.
Now we can apply strengthening of the precedent (Lemma 11) to derive the required A, A}; P’ + E' «
y:B'. Q' [F'].

Yet another interesting case is (b) when N = etag L. Let us consider the subcase when head(K) = z
and head(L) # x.

In this case by typing, we know that A,x:A, Ay - L = K[L] where K = B and A,x:A, A\ F K <
type [K]. Because K is a term, we also know that A, z:A4, Ay F K < mono [K].

By i.h. on K, we know that [M/x]% (K) = B’ :: mono. By i.h. on L, we know that A, A} - L' = B’
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By definition, [M/x](etax L) = expandg, (L’). Now, by appealing to the identity principle as an induction
hypothesis with m(B’) = m([M/z]K) < m(mono) < m(A), we obtain expandpg, (L") < B’ [expandg (L')],
which is precisely what we needed to show.

Another interesting case is (a) when K = snd L.

By typing derivation, we know that A, 2:A, Ay = L = YXy:By. By [L] and B = [expandp, (fst (L))/y]B, (B2).

Now, we have two subcases: head(K) = head(L) = z and head(K') = head(L) # .

- subcase head(K, L) = z.

In this case, we know that [M/z]L = N’ :: ¥y:B{. B, and by i.h. on L:

A, Al F N < Xy:Bj. By [N'].

By inversion, it must be N’ = (N, N3), where A, A} = N3 <= [N} /y|p;(B3) [N]

Now, by definition [M/z](snd K) = N3, so it only remains to be proved that [Nj/y]p;(By) = [M/x]B =
[M/x]lexpandp, (fst L)/y] , (Bz).

To prove the last equation, we first notice that

[M/x]a(expandp (fst L))

([M /] a(fst L)/ 2] na/0)(81) (xPaNd (0101 (5, 2)
[N1/ 2 iaa/z) (82 (exPand g g 5, %)
= N; by Lemma 9.5 on properties of variable expansion

Now by composition of hereditary substitutions, we can push [M/x] inside in the expression
[M/x][expandg, (fst L)/ylp,(B2) to obtain the equivalent: [N7i/y|p;(B3). But this is precisely what we
wanted to show.

- subcase head(K') = head(L) # « is similar, but we end up having to show that

[M/x]a(expandpg, (fst L)) = expand(s/,1, (B, (fst [M/z]L).

But this property follows from the composition of hereditary substitutions.
[

The following lemma shows that canonical forms of expressions obtained as output of the typing judg-
ments, are indeed canonical in the sense that they are well-typed and invariant under further normalization.
In other words, the process of obtaining canonical forms is an involution. The lemma will be important
subsequently in the proof of the substitution principles. It will establish that the various intermediate ex-
pressions produced by the typing are canonical, and thus subject to the canonical substitution principles
from Lemma 12.

Lemma 13 (Involution of canonical forms)
1. If A+ K = A[K'], and K’ is an elim term, then A+ K' = A[K’].

2. If A+ K = A[N'] and N’ is an intro term, then A+ N’ < A[N'].
3. IFAF N < A[N'], then A+ N' < A[N].

4. If \;PHE < x:A.Q[E'], then A;PHE' < 2:A.Q[E'].

5. If A+ A < type[A’], then A+ A" < type [A’].

Proof: By straightforward simultaneous induction on the structure of the given typing derivations. We
discuss here the statement 3. The cases for the introduction forms are trivial, and so is the case for the eta
rule. Notice that in the case of the eta rule, by the form of the rule, we already know that N = N’, so there
is nothing to prove.

The only remaining case is when the last rule in the judgment derivation is =<, and correspondingly,
we have N = K is an elimination term.
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In this case, by the typing derivation, we know that A+ K = B[M'] and A = B and N’ = exp4(M’).
Now, if M’ is an introduction term, then N’ = M’ and the result immediately follows by induction hypothesis
2. On the other hand, if M' = K’ is an elimination term, then N’ = expand 4 (K") and by induction hypothesis
1, AF K' = A[K'], and then by the identity principle (Lemma 12.1), A - expand 4 (K’) < A [expand 4 (K")].

[

Finally, we can state the substitution principles for the general forms.

Lemma 14 (General substitution principles)
Suppose that A+ A < type[A’] and A+ M < A’ [M']. Then the following holds.

1 IFA 2 A, Ay - K = BIN], then A, [M/a]ar(Ay) F [M : AJz]K = [M' /)% (B) [M'/2]% (N")].
2. IfA,z:A', Ay F N < B[N], then A, [M'/x]a/(A1) - [M : AJz]N < [M'/2)%, (B) [M' /2], (N")].

3. If A,xw:A,A;P + E < y:B.Q[E'], and y ¢ FV(M), then A,[M'/x]s(A1);[M'/z]%,(P) + [M :
Af|E < y:[M' [2]5,(B). [M/"2]}, (Q) [[M'/2]% (E")].

4. If A,z: A’ Ay = B < type [B'], then A, [M'/z]a (A1) F [M : A/z]B < type [[M’/x]%, (B")].

5. fA;PHE < x:A.Q[E'] and A, x:A’; QF F < y:B. R[F'], where x ¢ FV(B, R), then A; P+ (E/x :
A)F < y:B.R[(E'/z)A(F")].

Proof: By simultaneous induction on the structure of the principal derivations. The proofs are largely
similar to the proofs of the canonical substitution principles.

One distinction from the canonical forms analogue is that the case N = eta, K does not arise here,
because general forms are assumed not to contain the constructor eta. |

7 Operational semantics

In this section we consider the operational semantics of the canonical fragment of HTT. We focus on the
canonical fragment, because canonical forms carry the real meaning of terms in HT'T, while the general forms
can be viewed merely as a convenience for describing programs in a more concise way.

When we want to evaluate a general form, we first convert it into its canonical equivalent, and then
evaluate that canonical equivalent according to the formalism presented in this section.

If one really wants to define an operational semantics directly on general forms, that is certainly possible,
and we refer the reader to our previous work on the first-order version of HTT [30, 31], where we presented a
call-by-value operational semantics for the general forms. However, general forms introduce a lot of clutter,
which may obscure the nature of the system.

That is why in this section we focus on canonical forms. This means that all the pure terms that may
be encounter during the evaluation have already been fully reduced, so that we only need to consider the
evaluation of effectful computations.

The evaluation judgment for the canonical operational semantics has the form x; > E; — x2> Fa. Here,
of course, E; is a (canonical) computation, y1 is the heap in which the evaluation of E; starts, Fy is the
computation obtained after one step, and y2 is the new heap obtained after one step.

The heaps x1 and x2 belong to a new syntactic category of run-time heaps defined as follows.

Run-time heaps x == -|x,n—, M

Here we assume that n is a numeral, 7 is a canonical small type, and M:7 is also canonical. Furthermore,
each numeral n appears at most once in the run-time heap.

Run-time heaps are — as their name says — a run-time concept, unlike heaps from Section 2 which are
expressions used for reasoning in the assertion logic. That the two notions actually correspond to each other
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is the statement of the Heap Soundness lemma, given later in this section, which shows that HTT correctly
reasons about its objects of interest (in this case, the run-time heaps).

Clearly, each run-time heap can be seen as a partial function mapping a natural number n into a pair
(1, M). Thus, we write x(n) = (7, M) if the heap x assigns the value M:7 to the location n, and we write
x[n —, M] for a heap obtained by updating the location n so that it points to the value M:7.

There is an obvious embedding (x)T of run-time heaps into HT'T heaps given as

()" = empty

(x,n—- N)" = updxTnrN
Moreover, this embedding respects the operations x(n) and x[n —, M] which become respectively seleq and
upd. Thus, we will abuse the notation and freely use run-time heaps as if they were HT'T heaps when we
need them in the HTT assertions. Whenever x appears in an assertion, it is assumed implicitly converted
into an HTT term by the embedding x .

We will use the name abstract machine for the pair x > FE, and we use p and variants to range over
abstract machines. The rules of the evaluation judgment p; — po are given below.

x(n) = (1, M)
xrr=lLnE— x> [M/z]:(F)

x(n) = (1, M)
x>n:=; NyE — x[n—, N> E

X > x =if4 true then Ey else Ey; E — x> (E1/x)a(E)
x> x = if 4 false then E else Eo; E — x> (Ea/x) 4 (F)
x>z =caseq zof z= Eyorsax = Ey; E — x> (E1/x)a(E)
x>z =caseq snof z= FEyorsy= EyE — x> {([n/ylr(E2)/x)a(E)

C ={R1}z:B{R2} N = dw.dia (fix f(y:A):C =dia F in eval fw)
N o7 = fx [y A)C = dia F i eval [ M; E — x> (/515N TTovwn. o (F)/2) 5 (E)

Before we can state the theorems, we need a judgment for typing of abstract machines. Given u = x> F,
the typing judgment - p < x:A. @ holds iff - x < heap [x] and -; A\i. Am. idheap(m, x) F E <= 2:A.Q [E]. In
this section we only work with canonical forms, so we will omit the canonical expressions returned as the
output of the typing judgments, since they are guaranteed to be equal to the input expressions.

Theorem 15 (Preservation)
If po — p1 and F pg <= x:A.Q, then - py < x:A. Q.

Proof: By case analysis on the evaluation judgment.
case g = x>y =!-n; E. Then x(n) = (1, M) and p1 = x> [M/z]2(F). In this case, by the typing of po
we know that

1. -FM <7
2.y AL Ame idheap (M, X) A (0=, y)(m) F E <= 2:A.Q

We need to show that F u1 < 2:4.Q, ie., that -5 i. Am.idheap(m, x) F [M/z]¢(E) < x:A.Q. But this
follows from (2) by the substitution principle, and then by strengthening precedent. We just need to show
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that idheap(m, x) implies idneap(m, x) A (n <, M)(x). The last implication follows by the substitution of
equals for equals, and the assumption x(n) = (7, M), which obviously implies (n <, M)(x), which can
easily be shown by the induction on the size of x.

case o = x>y : =, N; E. Then x(n) = (1, M), and p1 = x[n —, N]> E. In this case, by typing of po,
we have

1.+ (M. Admeidheap(m, x)) 0 (=7 — —n—, N)F E<=x:A.Q

We need to show that F 1 < x:A.Q, ie., that ;M. Am.idheap(m, x[n —» N]) F E < 2:A.(Q). But this
again immediately follows from (1) by strengthening of the precedent, because idheap(m, x[n —¢ NJ]) D
h:heap. idheap(h, X) A (n =+ — — n +—, N) h m (which is unrolling of the composition above). Indeed, we
know by assumption that x(n) = (7, M), so there is a subheap of x containing only n of which n +—, M
and hence n —, — holds. After the update, we have simply replaced that subheap with a new one of which
n +—, N holds, while keeping everything else intact. Thus, the heaps h = x and m = x[n —, N] validate
the proposition (n +—, — —n —, N) h m.

case g = x>y = fix f(2:B):C = dia Fin eval f M; E. Then p; = x> ([M/z][N/f](F)/y)(E), where N is
as described in the typing rule. In this case, by typing of g, we know

1. C={Ri}y:D{R»}

2. z:B; f:lIz:B.C; R1*T F F < y:D. Ry > Ry (we abuse the notation slightly here and omit the excessive
lambda abstraction of ¢ and m in the precondition)

3. y:[M/z|D; (Ni. Am. idheap(m, X)) o [M/2z](R1 > Ro) F E < 2:A. Q.
4 = idneap(m,x) > [M/2)(Ry # T)

From (2) we can conclude that N < I1z:B.C (where N is as defined in the typing rule), and then by the
substitution principle - [M/z](Ry % T) F [M/2]|[N/f|F < y:[M/z]D.[M/z](R1 > R3).

By the compositionality of computations, if we take R = Ai. Am. idheap(m, X), We get -; Ro[M/z](R1*T) -
[M/2][N/fI(F) < y:[M/z]D. R o [M/z](R1 > R3). From here, and the monadic substitution principle over
(3), we get - R o [M/2)(Ry + T) - ([M/Z][N/ f)(F)/y)(E) <= 5:A. Q.

But, by using (4), we know that idheap(m, X) D (R o [M/z](Ry * T)) i m, and hence, by strengthening
precedent: -;idneap(m, x) F ([M/2][N/fI(F)/y)(E) < x:A.Q. But this is precisely the required F pq <
x:A. Q.

The rest of the cases involving the conditionals are proved in a similar, straightforward fashion. |

We note that Preservation and Progress theorems together establish that HTT is sound with respect to
evaluation. The Progress theorem is proved under the assumption that HT'T assertion logic is Heap Sound,
but we establish this Heap Soundness subsequently, using denotational semantics.

Notice that in the evaluation rules we must occasionally check that the types given at the input abstract
machine are well-formed, so that the output abstract machine is well-formed as well. The outcome of the
evaluation, however, does not depend on type information, and the Progress theorem proved below shows
that type checking is unnecessary (i.e., it always succeeds) if the evaluation starts with well-typed abstract
machines.

But before we can state and prove the progress theorem, we need to define the property of the assertion
logic which we call heap soundness.

Definition 16 (Heap soundness)

The assertion logic of HT'T is heap sound iff for every run-time heap x and numeral n, the existence of a
derivation of m:heap  idpeap(m, x) D (n —, —)(m) implies that x(n) = (7, M) for some canonical expression
M such that - M < .
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Notice that the opposite of Heap soundness, i.e. that if x(n) = (7, M) implies idheap(m, X) D (n =, —)(m)
is easy to prove (say by induction on the size of x), and we have already used this fact in the proof of the
Preservation theorem.

However, the Heap Soundness itself is much harder. The definition of heap soundness correspond to
the side conditions that need to be derived in the typing rules for the primitive commands of lookup and
update. Heap soundness essentially shows that the assertion logic soundly reasons about run-time heaps, so
that facts established in the assertion logic will be true during evaluation. If the assertion logic proves that
n —, —, then the evaluation will be able to associate a term M with this location, which is needed, for
example, in the evaluation rule for lookup.

We now state the Progress theorem, which can be seen as a statement of soundness of the type system
of HTT with respect to evaluation, relative to the heap soundness of the assertion logic. Heap soundness is
established subsequently.

Theorem 17 (Progress)
Suppose that the assertion logic of HTT is heap sound. If + xo> Eg < x:A.(Q, then either Eg = N, or
xo > Eg — x1> Ey.

Proof: The proof is by straightforward case analysis. The only interesting cases are when the first com-
mand in Ej is a lookup or an update. One of these command may fail to make a step if the premise of
its corresponding evaluation rule is not satisfied. However, by Heap Soundness, we immediately conclude
that the premises in these two rules must be satisfied if xo > Ey is well-typed (as is assumed). No other
evaluation rules have any premises (the premises in the rule for fix are merely notational abbreviations, not
real conditions), so they are guaranteed to make a step. |

8 Heap Soundness

In this section we show that the assertion logic is heap sound. We do so by means of a simple, and somewhat
crude, set-theoretic semantics of HT'T. Our set-theoretic model depends, as the denotational model in our
previous work [31] did, on the observation that the assertion logic does not include axioms for computations;
reasoning about computations is formalized via the typing rules and soundness of those is proved above via
progress and preservation assuming soundness of the assertion logic (heap soundness).

Thus in our set-theoretic model, we chose to simply interpret the type {P}z:A{Q} as a one-element
set, emphasizing that the assertion logic cannot distinguish between different computations. Given this
basic decision we are really just left with interpreting a type theory similar to the Extended Calculus of
Constructions with a (assertion) logic on top. The type theory has two universes (mono and other types)
and is similar to the Extended Calculus of Construction (ECC), except that the mono universe is not
impredicative. Hence we can use a simplified version of Luo’s model of ECC [21, Ch. 7] for the types. Thus
our model is really fairly standard and hence we only include a sketch of it here.

As in [21, Ch. 7] our model takes place in ZFC set theory with infinite inaccessible cardinals kg, K1, ...
(see loc. cit. for details). The universe mono is the set of all sets of cardinality smaller than k. The type
nat is interpreted as the set of natural numbers, bool as the set of booleans, Ilxz:A. B as dependent product
in sets, Yz:A. B as dependent sum in sets. Predicates P on a type are interpreted as subsets in the classical
way. Finally, of course, {«:A. P} is just interpreted as the set-theoretic subset given by the interpretation of
P.

Thus we clearly get a sound model of classical higher-order logic and the assertion logic is clearly heap
sound.
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9 Conclusions, related and future work

In this paper we present an extension our Hoare Type Theory (HTT), with higher-order predicates, and
allow quantification over abstract predicates at the level of terms, types and assertions. This significantly
increased the power of the system to encompass definition of inductive predicates, abstraction of program
invariants, and even first-class modules that can contain not only types and terms, but also specifications of
properties that the types and the terms are required to satisfy.

Technically, the main additions are dependent sums, subset types and the types prop and mono. Elements
of the type prop are assertions, and thus quantifying over them provides the power of higher-order logic.
Similarly, elements of mono are (small) types, and we can abstract over and compute with them. The later
provides HTT with enough power to express some important programming features from mainstream module
systems, like abstract types, structures and signatures and functions over them (i.e. functors).

From the point of view of application, we have shown that abstracting higher-order predicates at the
level of terms, leads to a type system that can express ownership, sharing and invariants on local state of
higher-order functions and abstract datatypes.

Recently, several variants of Hoare logics for higher-order languages have appeared. Yoshida, Honda and
Berger [43, 4, 15] define a logic for PCF with references, and Krishnaswami [18] defines a logic for core ML
extended with a monad. Also Birkedal et al. [6] defines a Higher-Order Separation Logic for reasoning about
ADTs in first-order programs. Neither of these logics considers strong updates, pointer arithmetic or source
language features like type polymorphism, modules, or dependent types. While Hoare Logics (for first- or
higher-order languages) can certainly adequately represent a large class of program properties, we believe
that a type theoretic formulation like HT'T has certain advantages. In particular, a Hoare logic cannot really
interact with the type system of the underlying language. It is not possible to abstract over specifications
in the source programs, aggregate the logical invariants of the data structures with the data itself, compute
with such invariants, or nest the specifications into larger specifications or types. These features are essential
ingredients for data abstraction and information hiding, and, in fact, a number of researchers have tried to
address this shortcoming and add such abstraction mechanisms to Hoare-like logics, usually without formal
semantical considerations. Examples include bug-finding and verification tools and languages like Spec# [2],
SPLint [10], and Cyclone [16], and ESC/Java [9]. As an illustration, in ESC/Java, the implementation of an
ADT can be related to the interface by so called abstraction dependencies [20], which roughly corresponds
to the invariants that we pair up with code in HTT.

The work on dependently typed systems with stateful features, has mostly focused on how to appropriately
restrict the language of types so that effects do not pollute the types. If types only depend on pure terms, it
becomes possible to use logical reasoning about them. Such systems have mostly employed singleton types to
enforce purity. Examples include Dependent ML by Xi and Pfenning [42], Applied Type Systems by Xi [41]
and Zhu and Xi [44], and a type system for certified binaries by Shao et al. [38]. HTT differs from all these
approaches, because types are allowed to depend on monadically encapsulated effectful computations. We
also mention the theory of type refinements by Mandelbaum et al. [23], which reasons about programs with
effects, by employing a restricted fragment of linear logic. The restriction on the logic limits the class of
properties that can be described, but is undertaken to preserve decidability of type checking.

Finally, we mention that HTT may be obtained by adding effects and the Hoare type to the Extended
Calculus of Constructions (ECC) [21]. There are some differences between ECC and the pure fragment of
HTT, but they are largely inessential. For example, HTT uses classical assertion logic, whereas ECC is
intuitionistic, but consistent with classical extensions. The later has been demonstrated in Coq [24] which
implements and subsumes ECC. A related property is that ECC interprets each proposition as a type of its
proofs, while in the current paper, there is no explicit syntax for proofs; proofs are discovered by invoking,
as an oracle, the judgment that formalizes the assertion logic. Another difference is that HTT contains
only two type universes (small and large types), while ECC is more general, and contains the whole infinite
tower. However, we do not expect that the proof terms, intuitionism, or the full universe tower would be
particularly difficult to combine with HTT.

This opens a question if HTT can perhaps be shallowly embedded into ECC or Coq, so that HTT
functions are represented by Coq functions, and a Hoare type is represented as a function space from heaps
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to heaps. We believe that this embedding is not possible, but do plan to investigate the issue further. The
main problem is that Hoare types contain a certain impredicativity in their definition. For example, the
type { P}a:7{Q} is small (if 7 is small), even though it classifies computations on heaps. But heap is a large
type because heaps can contain pointers to any small type, including small Hoare types. The definition of
Hoare types (and Hoare types only) thus exhibits a certain impredicativity which is essential for representing
higher-order store. While Coq can soundly support an impredicative type universe Set, it requires that the
type of propositions does not belong to this universe. In such a setting, quantification over local state, as
we have done it in Section 3, will produce results that belong to a strictly larger universe, and thus cannot
be stored in the heap. If only first-order store is considered, than Coq can certainly support Hoare-like
specifications. An example can be found in the work of Fillidtre [11], who develops a Hoare-like logic for a
language without pointer aliasing, where assertions can be drawn from Coq (or, for that matter, from several
other logical frameworks, like PVS, Isabelle/HOL, HOL Light, etc).

The described impredicativity and disparity in size does not lead to unsoundness in HTT because com-
putations are encapsulated within the monad. The monad prevents the unrolling of effectful computations
during normalization, but we pay for this by not having as rich an equational reasoning over computations
as we would over usual heap functions. Currently, the only equations over computations that HTT supports
are the generic monadic laws [27, 28, 17, 39], and the beta and eta rules for the pure fragment. In the
future, we intend to investigate which additional equations over stateful computations can soundly be added
to HTT.
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